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EVALUATION

This effort performed an objective comparison of the effect of source!

hanne l encoding i n t r a n s m i t t i n g dig i tized , high resolution imager y. The

bases of this comparison were mean squared error and , more signif icantly ,

the assessment of professional photo -interpreter/analysts (the ultimate

users of such imagery). Source encoding is Intended to reduce non-essential

(to the user) redundancy in ori g inal ima gery, but this increases the sensi-

tivity of the source-encode d data to communication channel noise. Thus

channel encoding (efficient bit apportionment /quantization , data format-

ting, and added redundancy for error detection and correction) is necessary

to minimize this noise sensitivity . The present research effort , in  asses-

sing the performance of such combined coding strateg ies under realistic

noisy channel conditions , provides a more credible basis for reducing the

bandwidth requirements for intelli gence—qual Ity imagery commun i~~ tion.

JOHN T .  GAMBLE
Pro jec t  Eng ineer
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I. Introduction

This project arose from the need to evaluate various coding methods for

transmi tting digital imagery. Images to be considered were black and white

aeria l photographs and the ultimate quality triterion was the human image

ana l ys t ’ s evaluation. The ultimate goa l is to find how to achieve data

compression , image fide lity, and noise immunity simultaneously.

The following gu i d e l i n e s  were used in  our research :

(1) Promisin g techniques were to be implemented and evaluated using
aerial imagery and ex perienced analysts.

(2) Redundancy in both picture directions were to be exploited in the
codin g.

(3) Hybrid combina tions of methods were encouraged.

(4) The effec ts of the human visua l system were to be considered.

(5) The effects of ch annel errors on the reconstructed image were to
be demonstrated .

(6) System comp lexity was to be considered.

(7) Only single frame , black and whi te imagery was to be used.

1.1 Summary of Research Effort

Th is report summarizes the results of a one—year effort on this task by

Purdue University. To achieve a good comparison , transform , hybrid , and

spatial cod i ng techniques were implemented on our PDP 11/45 computer. After

preliminary screening, some techni ques were modified or eliminated , and new

codin g methods were developed. The best methods were then used to code

three origina l pictures at various channel error rates. The resulting pic-

tures have been rated by qualified photo—analysts. All results are present-

ed and summarized in Section III of this report.

—
— 
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1.2. Discussion of Coding Methods Investigated

This section presents an overview of the coding methods investigated

during our research. A detailed discussion of each method used in our fina l

comparisons is presented in Section II of this report.

1.2.1. Two—Dimensional Transform Techniques

A recent performance comparison of coding methods Cl] has listed the

two—dimensiona l transform technique as the best performing method . We

selected severa l transforms for comparison based on published performance.

These were the Fourier [2], Cosine [3], SLant [4], Haar £5], and Wa L sh [6].

Basis function images for the last four are shown in Figs. I—i to 1—4. As

discussed in Section II, the Cosine Transform was found to be superior

within this group as far as mean square error and subjective quality was

concerned . Therefore, the Cosine Transform was used as the basic two—

dimensional transform method within the several transform techniques .

The block size to be used for the two—dimensional transform was aLso

investigated. It was found that working with 8x8 pixel blocks did not allow

the compression possible with 16x16 bLocks and no significant improvement

was found for larger block sizes. Therefore, the fina l transform implemen-

tation was done over 16x16 blocks.

There were four two—dimensional transform techniçues used in the fina l

comparison:

(1) Fixed zone with variable bit assignment;

(2) Adaptive zone controlled by the percent energy content within the
zone;

(3) Four class zone with the classes determined by totaL a.c. energy
in each block ; and

— 2 —
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Figure 1—2 . The 256 basis function pictures
for the two—dimensional l6x16
Slant Transform .
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(4) ThreshoLd of coefficients in each block.

The zone methods are well known for their noise immunity but tend to cause

some blurrin g in the reconstruction . The threshho ld method gives some im-

provement at the cost of more noise sensitivity and reduced coding efficien-

cy. The transform methods are the most computational ly intensive of the in-

vestigated methods.

1.2.2. Hybrid Technique

The hybrid technique was introduced by Habibi [7] to keep the advan-

tages of transform coding while reducing the required computation . In our

im pLementation , a one—dimensiona l cosine transform was taken across 32 sam-

ple segments of the rows and DPCM coding was used to code vertically the

Cosine Transform coefficients. Variable bit assignment was used for the

difference coefficients. Updating of the data using PCM was periodically

done to prevent propagation of channeL errors.

1.2.3. Spatial Techniques

In order to eliminate even more computation and possibly to provide a

new env i ronmen t for develop ing coding improvements , seve ral spatial (non—

transform) techniques were investigated . These were predictive , adaptive

sequencing , and block truncation .

1.2.3.1. Predictive Methods

The most prevelant method of spatial cod ing is to predict the next pic-

ture value from past values and quantize only the “error ” si gnal , which is

defined as the difference between the actua l and predicted values [8,34].

The predictive methods have not demonstrated the compression ability of the

— 7 —

_ _ _ _ _ _ _  _ _ _  _ _ _ _ _ _ _ _  



transform methods and are aLso much more sensitive to channe l errors [9, 1].

We did implement predictive methods but the compression achieved for high

fidelity was not comparabLe to the other spatial methods. These predictive

techniques are described in section 11.4.3.

1.2.3.2. Micro Adaptive Picture Sequencing (MAPS )

This method has recently been developed by Control Data Corporation for

RADC [10]. Pixels within a spatial region are combined and replaced with a

single value . The size of the region is highly adaptive so that areas with

large changes are kept at high reso l ution while low detail regions are high-

ly compressed . This technique is computationa lly simple and can be impLe-

mented using no multiplies in the algorithm .

1.2.3.3. Block Truncation

This method has been recently developed at Purdue Cli]. Each 4x4 sub—

block of the image is quantized into two levels such that , on reconstruc—

t ion , the  local mean and variance is preserved . This method has demonstrat-

ed a good match to the human visual system and is very simple computational—

Ly.

1.3. Other Considerations

Many directions were pursued in ini t alty developing the final compari—

sons. Some of these considerations are now described .

1.3.1. Human Visual System Response

The psychophysical properties of the human visua l system [12, 25] are

often of use in designing cod i ng systems. Image information not visible to
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a human observer can be deleted prior to cod ing and the remaining informa-

tion can be weighted such that the most visible information is coded using a

larger number of bits. However , the un i que nature of our evaluation pro-

cedure presents a problem : Human analysts may well examine the image at

several magnifications. The parts of an image not visible at one position

may become visible as the analyst zooms in on that particular region.

Therefore , we did not attempt to directly use psychophysical properties in

our coding schemes.

It should be noted that some cod i ng conditions (such as pilot TV

displays ) result in fixed observation situations and the human visua l system

psychophysics can then be used to great advantage.

1.3.2. Subjective and Objective Fidel ity Criteria

Most cod ing studies have used the mean square error between the origi-

nal and reconstructed picture as the basis for quality assessment . It is

well known that certain types of distortion are much more obj ectionable than

others even though they result in the same mean square error. In general ,

noise correlated with the picture , or noise having structure (edges , lines ) ,

is much more detrimental than uncorre lated random noise [25].

Therefore , although mean square error was measured for the techni ques

tested, the uLtimate criterion was the subjective ranking of pictures by ex-

perienced photo—analysts.

1.3.3. Dependence of Results on Data Used

It is often hard to compare various cod i ng techniques when each tech-

nique was used to code a different set of data. We have found a large

difference in the response of certain cod i ng methods to a “head and should—

— 9 -
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ers ” picture (high correlation between pixels) and an aerial photograph

(w hen an airport runway may be only one or two pixels wide). This project

has conce ntrated on the latter type data.

The presentation of a coding result at a given compression rate in

b its/pixel is useless unless the number of pixels involved is also given.

I t i s a l so  i mpo s s i b l e  to sub jec t i ve l y judge t he pe r fo rmance  of codin g

methods when the results are shown with the pixe ls so densely packed that

the effects of the coding on individual pixels is not visible. This is

especially true when the ana l yst/observer will be examining reconstructed

images with a magnifying lens. We, there fo re , have dis played our images for

comparison in this report using 512x512 images at 7 1/2” square. This

results in less than 70 pixels per inch , which allows for careful comparison

of the various techniques.

1.3.4. Channel Errors

It was necessary to consider the effects of channel errors for the

codes tested since the im plementation of the coding is to be on a tow

bandwid t h, error— prone communication link. Only random binary symmetric

channel errors were considered (burst errors can be transformed to this type

by data in terleaving ) with error probabilities of 1O~~, iO~~, and io
2.

In some of the coding schemes , some of the overhead bits were very im-

portant to preserving the integrity of the reconstructed code. These bits

shoul d, of course, be highly error protected . In order to conserve program—

m ing time and effort , these overhead bits were not subjected to the simulat—

ed error channel ; however , the number of overhead bits required was multi-

plied by 3 in the compression calculations to make allowance for an error

correcting code to be used. This is also the method used by Chen and Smith
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[13] in determining error performance. Section II includes reference to

this error control simulation under each method which used it and describes

which overhead information was so treated .
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II. Theoretical Discussion of Cod i ng Methods

A thorough description of the seven coding methods used for the final

subjective tests plus one additiona l method now follows. These eight tech-

ni ques inc l uded four two—dimensional transform methods, a h y b r i d  techni que,

and three spatial methods. The DPCM spatial technique was not used on the

fina l data set dicussed in Section Ill.

11.1. Some Channel Coding Tools

The following coding method discussions reference the use of variable

bit assignment and non—uniform quantization. These two tools will first be

described prior to discussing the separate cod ing techniques.

11.1.1. Variable Bit Assignment

Al thou gh tr ansfo rm c o e f f i c i e n ts are  u s u a l l y  re l a t i v e l y  un c o r r e l a ted,

they do vary considerably in amplitude with the low frequency coefficients

havi ng the largest probability of being larger. In order to optimize the

quantizati on of such a set of coefficients , it is necessary to assign more

quantizati on levels to the coefficients with the largest variance. This is

consistent with results from rate distortion theory [14].

Fi rst le t PS, BS denote respectively the picture size and block size

alon g one dimension of a square (e.g., PS = 512, BS = 16). Bits are as-

signed to each transform coefficient on the basis of the sample variance of

the coeff icients within each class (more than one class occurs only for the

four class zone me thod described in Section 11.2.3); in particu lar , we firs t

compute the sample variance of the coefficients as follows :
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C1
~ (u,v) = ~~~~~ ~~ ‘f~ (u,v) (1)

PS m~k

(u,v)�0, u<16, v<16
P S ?

k 1 ,...,K

where

~~(u ,v) (u,v)th element of mth block

cJ
~(u v) ensemble average of the variance

of (u ,v)th element belonging
to kth class.

K number of classes
(K1 or K=4 for

all of our methods ).

Then bits are assigned to each coefficient according to th~ fol lowing

formula:

MB k (u ,v) 
= - -  Log2~~

(u ,v) — Log2D (Il—i )

where

NBk(u,v) 
= number of bits assigned to

(u ,v)th element belonging to kth class.

D = constant number

The parameter D can be determined using the following steps:

Let
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MAX = number of bit assigned to each dc coefficient

AVG desired average bits /pix el

Then we can write:

~~ 
NB k

(u ,v) + (K)(MAX) = (AVG )(K)(BS)2

k (u,v)�O

v, ~~~~~ cJL (u ,v)
L1 ~~ Log2 

“ + K (MAX ) = AVG (K)(BS)
K (u,v)�O

Lo~2a~(u ,v) 
— K (BS2—1 )Log2D + K ( M A X)  = AVG (K)(BS)2

K (u,v) �O

K (BS2—1 )Log2D =L ~~ Log 2a~ (u,v) + K (MA X )  — AVG (K)(BS)2

k (u ,v)�0

~~ Log2a~ (u ,v) 2
Log2D = 

k (u,v)�O 
2 + MAX 

— 
BS AVG (11—2)

2K(BS —1) BS —1 (BS —1)

Notice that MAX bits are assigned automatically to the dc component.

Now because of the round—off error , we may not achieve the desired num—

ber of bits in the first tria l . Therefore , Log2D can be modified as:

~~ 
NB’ k (u ,v) 

—
~~~~~~~ 

E NB k(u,v) = TB — DB (11—3)
k (u,v)�O k (u,v)�O

w h e r e
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NB ’ K (U,V) denotes values assi gned in the first trial

TB Total hits assigned during the first trial

DB desired number of bits

it follows from equation (11—3) that:

G
k
(u ,V)E (Log 2 D ’ 

— Log2 D 
= TB — DB

k (u,i) � O

~~ Log
2
-’-~-1- = TB — DB

k (u,v)�O

K( BS 2—1 ) Log 2
_.

~-~ = TB — DB

K (BS2—1)Log 2D = K (BS2—1)Log 2D ’  + (TB — DB)

Log
2D = Log

2D’  + (11 4)
K (BS2—1 )

11.1.?. Non—Uniform Quanti zation

When the probability density function of the samples to be quantized is

not u n i f o r m , the  mean—square error due to quant iz ation can be reduced by us—

ing non—uniform spacing between successive quantum levels. Fo r the a.c.

transform coefficients , a zero mean Gaussian random variable was assumed .

Fo r the h ybrid techni que , the DCPM produces a Laplacian (two—sided exponen-

tial ) density function.
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The de ta i l s  of the opti mum quan t i ze r  have been developed by Max [15].

We used a table look—up procedure to implement the quantization . The coef-

ficients were normalized by their standard deviations and the bit assignment

for a given coefficient determined which quantization table was used for as-

si gning the code word. Again , these tables are derived by Max £15].

11.2. Two—Dimensiona l Transform Techniques

The two—dimensiona l “t r ans fo rm ” of an NxN arra y of discrete—space data

is simply the representation of that array as a finite weighted sum of

“basis functions. ” Each bas is function (or basis picture ) is itself a

discrete—space array, and the “transform ” of the original data is taken to

mean the collec tion of weights applied to these functions in order to match

their (weighted) sum to the original array. For all transform types in use,

the number of distinct NxN basis functions required to represent any NxN

“original” is N2.

As an example , the discrete—space cosine transform basis functions are

~~~~~~~~~~~~~~~~~~~ )k] (11—4)

for  j ,  k, m, and n independently rang ing from 0 through N—i . The symbols m

and n are spatial coordinates that index the picture elements (pixels) from

the uppe r lefthand corner (of the NxN array) to the lower right . A set of

cosine basis pictures are shown in Fig. I—i . Since the sampled cosine basis

functions are also N2 in number , the weights associated with them can also

be arranged in an NxN array, cal led the transform array (or, often, simply

“transform ”). The j and k coord inates establish the basis function horizon—

tal and vertical spatial frequencies , and can a lso be used to label an y

basis function in the cosine set or its weight . The latter (that of indices
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referencin g transform weights ) is most common. Here the uppe r lefth and

corner of an array of transform weights (j k 0) is taken to be the coeffi-

cient applied to the “d.c.” basis func tion. As we work our way to the lower

righthand corner of the transform array (j=k=N—1 ), we obtain the weigh t mul-

tiplying the cosine func tion of highest horizontal and vertical spatia l, fre-

quency. In the case of the cosine transform , all transform coefficients are

real scalars.

Other transforms , (i.e., basis function sets) in use are the Fourier ,

Haar , S l a n t , Kachunen—Loeve (1(L), and the various Walsh transforms. All of

these are discussed in [16]. The KL transform is recognized to provide the

best mean—s quare error fit * by tailoring its basis functions to the statist-

ical properties of the data set at hand . It produces transform weights that

are fully uncorrelated [16]. However , KL is rarel y used as no computation—

ally efficient algorithm for its calculation is known, and i t re qu i r e s  an

exact model of the image covariance function.

The Four ie r  and KL me thods can resul t i n N2 com plex weighting coeffi-

c i ents, with half of these being trivially derivable from the remaining

ones. The other four transforms are “real” i n that they always produce real

coefficien ts when applied to real data arrays .

The t r ans fo rm of a p ic ture is r a r e l y  t aken as a s in g le  opera ti on ove r

the entire MxM scene . Rather the picture is usually first broken into

numerous  square con t i guous “blocks ” of much s m a l l e r  s ize , say with N<<M . A

reaso n for  th i s  is tha t a “full scene” transform would require far more com—

putati onal l abor to produce. As an example , the two d i m e n s i o n a l  Four ie r

transform of an NxN pixel array requires an operation count proportional to:

*When fewe r than a full set of N2 basis func tions are used.
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N2Log 2N

where an “operation” is defined as a multiplication—addition pair. If M =

512 and N = 16, then two appLications of this formula demonstrate that the

ratio of the two operation counts is

Log
2
M

Log 2N 
= 2.25

so that “blocking” results in a 56% savings in computational labor. More

important , however, are the memory /disk transfer considerations. At eight

bits per pixel , storage of an enti re 512x512 picture within a computer ’s

memory would require roughly 1/4 million bytes of memory storage. Since

most transforms require that the fulL scene be referenced with the computa-

tion of every transform weight , havin g less memor y ava i la b l e than requ i red

necessitates a large amount of auxili ary memory (disk , etc.) swapping . Such

core—disk swapping can easi ly slow down a transform computation by an order

of magnitude or more. From a theoretical point of view, the gross non-

homogeneous nature of large images also makes it necessary to use smaLL

sub—images.

As mentioned in Section 1.2.1, a block size of 16x1 6 was found adequate

to give almost optimum compression for the cosine block transform . This is

consistent with the mean—square error performance versus block size present-

ed in [1].

Suppose that a picture to undergo transmission has been subdivided into

square, contiguous blocks of size 16x 16. The transform of this 256—e L ement

array may be taken . At this point, one has the choice of transmitting ei-

ther the origina l spatial bl ock (using PCM coding, predictive coding, or

other spatial techniques) or the array of transform coefficients. In either
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case , there are 256 sca la rs  to be transmitted , and eac h can be sat isfactor i -

ly represented with an average of ei ght binary bits (256 quantizat ion l ev-

els). Thus no bandwidth compression advantage is held by either representa-

tion.

In order to reduce the number of informat ion bits to be passed throug h

a t ransmiss i on c hannel , one may choose to send only a subset of the total

number of information quantities required to represen t the 16x16 block per-

fectly. If transform weights (samples) are to be transmitted , a number  of

basis function coef f ic ients  may be deleted f rom the t ransmiss ion message

with the usual understanding being that the channel receiver will set all

missing coefficients to zero. The result is a reconstructed block (at the

receiver ) that is somewhat in error with respect to the ori g inal. A proper-

ty of most (but not all ) transforms is that this error will be distributed

over the enti re reconst~’ucted block , rather than being concentrated within

any single region .

Any a l g o r i t hm p rov id i ng a dec i s ion of wh i ch tr a n s fo rm sam p les  to

transmit , and w h i c h  to i gno re, ca n be c a l l e d  a t r a n s f o r m  sam p l e  reduc ti on

technique . Clearly the mean—square error over a reconstructed block will be

minimized if the neglected samples are small or expected to be small. Over

a la rge number of b l o c k s , one invariably find s that those transform coeffi-

c ients near d.c. are frequently large , w h i l e  those assoc i a ted w it h the

higher spatial frequenci es are typically small. Thus a simple—minded sample

reduction algorithm might single out a square or circular zone of

“transmittable ” coefficients , all clustered about the d.c. weight. (see

Fi g. 11—i ). This is the most basic variation of the techn i que known as

“zonal ” sample reduction.
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Of the four transform techniques implemented for fina l comparison ,

three are zonal in nature. The f ixed zone method used the variable bit as-

signment to establish the zone used for the entire picture ; the adaptive

zone me thod allowed the fixed zone to be adaptivel y m o d i f i e d  based on the

percent a.c. energy within the zone and the four class zone method breaks

the blocks into four categories based on total a.c. energy, and then uses

the var iable bit assignment to set four fixed zones.

The las t transform technique (threshhold ) selects the largest coeffi-

cien ts within each block regardless of position and transmits those values.

11.2.1. Fixed Zone Block Transform

This method was our sim plest blo ck (two—dimensional ) transform method.

One pass was made over the picture to find the variance of ~acb a .c . cosine

transform array coefficient across every 16x16 block in the picture. The

bit assignment algorithm described in Section 11.1.1 is then used to appor-

tion the quantization bits among the transform coefficients. For ex-smple ,

to achieve an avera ge compression rate of 1.5 bits/pixel , each i~~x1-5

transform arra y would have to be represented with 256x1 .5 = 384 bits (this

negLects the overhead discussed Later). The d.c. term is  a l w a y s  quantized

with B bi ts and was never modified by the variable b it assignment . Th i s

Leaves 376 bi ts to be distributed to the a.c. coefficients. An examp le is

shown in Table Il—i . This is the bit assi gnment for the ori ginal picture

AIRPORT2 (see Fig. 111—3 ) for a compression rate of 1.5 bits /pix el.

Note that the assignment of zero bits to variou s coefficients has au-

tomatically applied a sample reduction to the set of all transform coeffi-

cients: Those coefficients given zero transmission bits simply won ’t be

transmitted . Note that a zone arrived at in this way need not be connected.
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Any fixed zone method has an advantage in transmission over noisy chan-

nels in that each block will be transmitted in a fixed , known number of

hi ts. Thus, it is  i mpossi b le  fo r  the e r roneous  toggling of any information

bit to result in the receiver Losing synchronization with the transmitter

(which often results in the garbling of the remainder of the p icture). How-

ever, prior to actua l picture transmission , the receiver must be informed of

the number of information bits that the transmitter has reserved for each

transform coefficient. The zone method results in Section III included the

transmission of 256 numbers each rang i ng from zero to ei ght and indicating

the number of information bits to be assumed by the receiver for the associ-

ated transform weight.

Thou g h two c o e f f i c i ent s m a y be ass i gned an ident ica~ number of informa-

tion b-its , it i s  not nec~~ssary that the analog value s assigned to their

quantization levels also be identical. Even if the probability density

funct ions assoc ia ted  w i t h  t h e s e  c o e f f i c i e n t s  are of the same functional form

(e.g., Gaussian ), their  r e s p e c t i v e  q u a n t iz a t i o n  leve l values are chosen in

accord with their respective variances , and these will rarely be identical.

The aim of fitting quantum levels to coeff icient statistics is , of cou r se,

to minimize the quantization error of that coefficient over the entire set

of picture blocks. This was done by normalizing each coefficient by its

standard deviation and using an optimum quantization as described in Section

11.1.2.

The fixed zonal method tested during this effort used the nonlinear

quantizers of [15] for coefficients assigned lengths five bits or less.

Li near quantizers (also derived in [15]) were applied to quantities of

l engths 6—8 bits. Thus, the spacing between successive quantum Levels in

any coefficient is simply a known factor (listed in [15]) times the calcu—
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Lated standard deviation. As in [13], our program uses a single coefficient

variance (namely the largest variance calculated amongst all one—bit coeffi-

cients) upon which to base quantizer scale factors for al l transmitted

weights: If V is the largest “one—bit ” v a r i a nce, then the va r i ance assumed

for all coefficients of bi t length n is V2~
”1 . In orde r to inform the re-

ceiver of this basic scale factor, ou r me thod reserves 32 bits for the

transmission of its square root (the standard deviation). An insignificant

im provement in overall compression could be obtained by quantizing this

standard deviation to fewer bits.

An undetected error in a received standard deviation will cause a (pos—

sibly lar ge) error to appear in all the value s a certain coefficient loca-

tion takes on throughout a picture. Thus, in the presence of channel noise ,

some error correcting capability must be allowed for in the coding of this

information. Even worse would be an undetected error in a coefficient bit

l ength number. Upon receipt of the first such error coefficient , the re-

ceiver will lose transmitter synchronization .

Thus the scale factor and bit assignment table should be error protect—

ed. We treated these two items as discussed in Section 1.3.4 to allow for

error protection down to error probabilities of io .2 . The b lock  d ia g ram and

approximate number of calculations required for a 512x512 picture for this

method are shown in Fi g. 11—2 .

11.2.2. Adaptive Zone Block Transform

As discussed in Section 11.2.1, the zona l sample reduction method test-

ed In this work responds to transform coefficient statistics as computed

(and averaged) over an entire picture. Thus in an overall sense, this tech-

nique adapts itself to any given scene (and compression rate). However, it
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is clear that within a single picture the nature of the local information

can change rad ica l ly ,  e.g., from low to high information bandwidth. To such

local varia tions the “f i x e d ”  zone method is quite insensitive.

To provide a measure of adaptivity in a zonal sample reduction context ,

we proposed the following method . First , a v a r i a b l e  b it ass ignm en t i s made

to all cosine transform coefficients (within a 16x16 block) to achieve a

bas ic transmission rate of typically 2.5 bits/pixel. This assignment is

done usin g the actua l statistics of the picture as before. The value of 2.5

is common as i t typically allows at least one bit to be assigned to each

transfo rm weight (within an error of a sma ll number of coefficients at the

highest basis funct ion frequencies—— these few are sometimes assigned zero

bits). Thus, were the  e n t i r e  16x 1 6 t r ans fo rm b lock  to be t ransm i t ted, a

m i n i m u m  compress ion  r a t e  of nea r  2.5 bits /pixel would usually be achieved .

In addition to this var iab le  bit assignment , n o n l i n e a r  and l i n e a r  qu a n t i z e r s

were app l ied  to each t r ans fo rm c o e f f i c i e n t, as described in the prev ous

section.

However , the continua l transmission of the complete transform array

will rarely be necessary to obta in a desired reproduction quality. Thus, a

square subset of these coefficients (for O< (j,k) <S) is ac tually transmit-

ted, and the size (S) of this square subset is varied accord i ng to the ener-

gy distribution within the ful l transform matrix. This is done by prescrib-

ing that only XZ of the a.c .  tr ansform energy is to be included in the

transmitted zone within each block. If the block is of low bandwidth s, this

percentage can be obtained by coding only those coef f i c ien ts  wi th in a small

square zone of size , say 4x4. For a hi gh bandwidth block , however , the X

percentage factor  w i l l  indicate that a much larger zone of coef f ic i ents  be

sent : say 12x 12 , or more. (Of course, each coefficient still occupies a
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U-

number of representation bits assi gn ed to i t b y the i n i t i a l  b i t  ass ig nment

algorithm. )

The result is a method that retains much of the error “har dness ” of a

f i xed zo ne a pp r o a c h , and yet can adapt to local information bandwidth

changes. In practice the method has been observed to adjust adaptively the

square zone size over a range from l x i to 15x~ 5 (a t 1.5 bits/pixel ).

Of co u rse the square zone size, which is a number ranging from one to

15 , m ust be passed to the receiver at the head of each packet of coeffi-

cients. During the tests discussed be low , these zone s ize  bi ts, the bi t

l en gt h v a l u e s , and the “ba sic ” coeffic ient standard deviation (used to scale

each coeff icient quantizer) were transmitted using error protection as dis-

cussed in Section 1.3.4.

I t is of ten necessar y in  comm un i cat i on a pp l i ca t ions to be a b l e  to

prescribe the bits/pixel compression rate B to result from a 9-den coding

algorithm. In the case of the adaptive zone method , this implies that B

must be transcribable into a percent—energy fi gure X. We have devised the

following technique (which remains to be tested). Let ~(S) denote the aver-

age percent—energy figure resulting when a constant square zone size of SxS

is used over all picture blocks. More precisely ,

N—i N—i ~~ (c~~)
2

p(S) = -~-~~ ~~~~~ ~~~~~ ~~~ xiOO%, fj � 0
N 1=0 J—O 

~~ 
S-’ (c U) 2

i=O •
~~3

Here the picture is taken to be of dimensions 16Nx16N . also , c~~ is the

t ransform weight associated with the (i,j) basis function as used to

represent block (I,J). Note that the squares of these weights ar already

ava i l a b L e , as the y dre also needed by the variable bit assignment algorithm.
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Once the bit assi gnment algorithm has been applied , to a given picture ,

it is then an easy task to construct the function N (S) which indicates the

bits/pixel compression that would result if a constant square zone size of

SxS were used for all blocks.

Note that both !(S) and N (S) are monotonica lt y increasing functions of

S. Further , ~(16) = 100%, and N (16) is the full block size cod i ng compres-

sion. As mentioned above, this latter is typ ically 2.5 bits /pixel.

In aLL but the most unusual pictures , N (S) will not only be monotonic

but strictly so. Hence , N is invertible , and g iven a prescribed compression

ra te, B, S = N 1 (B) will produce a square zone size that if used un i formly

over all blocks wouL d result in B bits /pixel compression. Then , i(S) w il l

return an average percent energy fi gure that , again , would result from a

constant square zone size SxS. We will set X = E(S) to validate this tech-

ni que in our future tests.

11.2.3. Four C lass  Zone B l o c k  Tra n sfo rm

Th is method is ident ical  to that described by Chen and Smith in [13].

In order to allow some adapt iv ity over a picture , one of four  poss i b l e  zo ne s

is used for each block. Each 16x16 block is classified into one of four

equa l size classes based on the total variance of that block (or the

transform a.c. energy). An example is shown in Table 11—2 for the picture

AIRPORT2 (F i g. 111—3). This requires one pass throug h the data to collect a

histogram of the energy in each block. On the second pass , the cosine

transform coefficient variances for each class a re c a l c u l a ted. Th i s res u l t s

in four 16x16 variance matrices.

The variable bit assignment (see Section 11.1.1) is then used to assign

bits to all coefficients over a l l cLasses simultaneously. An example is
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3 3 2 1 4 3 2 2 2 3 1 4 4 2 3 2 2 2 3 4 1 3 4 2 2 3 2 3 2 2 3 4
1 1 1 1 2 2 2 3 3 4 2 2 3 4 1 2 4 4 1 4 2 1 1 4 1 3 4 2 4 1 2 4
1 1 4 1 1 2 2 1 3 3 2 3 3 1 1 3 3 1 2 4 3 2 1 4 2 1 2 3 3 3 3 4
1 4 1 1 1 3 1 1 4 2 1 3 3 1 3 2 2 2 2 3 1 1 1 4 4 1 2 2 2 3 3 3
3 4 1 4 3 1 4 2 4 1 4 2 3 2 1 1 1 2 2 3 3 2 1 1 2 1 1 3 1 2 4 3
1 1 2 2 1 2 3 3 1 1 3 3 3 4 2 2 1 2 3 2 3 2 2 1 2 2 2 1  2 4 1 .2
1 1 2 1 1 2 2 2 1 2, 3 3 3 4 2 2 3 1 1 2 4 4 2 1 2 1 1 1 1 2 1 3
1 4 4 1 2 1 2 3 2 1 1 3 1 2 2 2 1 4 4 4 2 3 2 4 1 2 3 4 2 1 2 1
1 1 1 3 2 3 2 4 4 1 3 1 3 3 2 2 1 1 2 1 1 3 1 2 3 3 4 4 2 3 1 2
4 2 2 2 2 1 2 1 4 2 2 3 1 2 1 2 2 2 4 2 2 2 4 3 4 3 4 2 4 4 3 4
2 3 4 2 3 1 1 2 2 1 2 2 2 1 1 2 1 3 4 3 3 4 4 4 4 2 4 3 1 3 3 2
2 2 2 1 1 1 1 1 2 3 4 1 2 4 1 1 1 3 3 3 3 3 2 4 2 2 3 4 1 1 2 3
2 2 4 1 4 1 1 2 1 1 2 2 1 3 3 2 1 1 2 3 4 3 4 1 2 2 2 2 3 1 2 3
2 4 4 1 2 1 1 3 3 4 1 1 1 2 2 1 1 1 3 2 4 3 3 1 2 2 3 1 3 4 4 4
2 4 3 1 2 1 4 2 1 2 1 2 2 1 1 1 1 1 4 1 4 4 1 1 2 1 2 2 4 2 3 3
1 3 1 2 3 1 3 1 3 4 2 2 1 3 1 1 1 1 1 2 3 4 1 1 3 2 1 3 4 3 4 4
3 3 2 2 1 1 1 1 1 4 3 4 1 4 1 3 2 1 1 1 2 4 2 1 1 4 2 4 4 4 4 4
2 2 2 3 3 3 1 2 3 4 4 2 3 3 1 4 3 2 2 2 2 4 3 1 2 3 3 3 2 4 3 3
2 1 1 1 1 4 1 2 3 1 1 1 3 3 2 2 1 1 4 4 3 3 4 4 3 3 3 4 4 3 2 3
4 1 3 4 1 1 2 1 3 4 1 3 1 2 1 2 2 1 2 4 4 4 4 4 4 3 4 4 3 3 4 4
2 2 2 1 1 4 3 1 3 4 4 1 1 1 1 3 2 1 2 4 4 4 2 3 4 4 3 3 3 4 3 4
4 4 1 1 1 2 4 1 1 1 2 4 2 1 1 2 1 1 3 4 3 4 3 4 3 3 4 4 4 3 3 3
1 4 2 1 1 1 1 2 4 1 1 1 3 2 3 3 4 4 4 4 4 4 4 4 2 4 4 4 3 3 4 3
3 4 1 2 1 1 1 2 1 2 1 1 2 2 4 2 4 3 4 4 4 4 3 3 3 4 4 4 3 3 3 3
2 1 2 1 2 4 3 2 2 2 3 1 4 3 3 2 4 3 3 3 3 2 2 3 3 4 4 4 3 4 3 4
1 1 1 1 2 4 2 1 3 2 1 3 4 3 2 2 3 2 4 2 3 2 3 3 4 4 4 4 4 4 4 3
4 2 1 4 1 4 4 2 2 4 2 1 2 4 4 3 3 2 3 4 3 4 3 3 4 4 4 4 2 4 3 3
2 1 1 2 4 1 1 2 3 2 3 1 2 3 3 3 4 3 4 3 4 3 3 3 3 4 3 2 4 4 3 2
1 1 4 1 1 1 1 1 4 4 4 4 2 4 3 3 2 3 2 3 4 3 3 3 3 4 3 4 4 4 3 2
3 2 1 3 1 2 2 1 4 4 2 2 2 3 3 3 3 4 3 4 4 3 2 2 4 4 4 4 4 4 2 2
3 1 4 4 3 2 1 1 3 2 2 4 4 4 4 3 2 3 3 4 4 2 2 3 4 3 4 4 3 3 3 3
2 3 4 4 1 3 1 1 3 3 3 4 4 4 4 3 3 4 4 4 4 3 3 4 4 4 4 4 3 4 4 3

Table 11—2 . Energy classification map for each 16x16 block on AIRPORT2.
(Fi g. 111—3). CLass 1 has  the highest a.c. energy.
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- - - - - -  - -

C l a s s  1 Class 3

8 6 5 4 4 3 3 3 2 2 2 2 1 1 1 1  8 3 4 3 3 2 2 2 1 1 1 1 1 1 1 0
6 5 4 4 3 3 3 2 2 2 2 2 1 1 1 1  6 4 3 3 3 2 2 2 1 1 1 1 1 1  1 0
5 4 4 4 3 3 3 2 2 2 2 2 1 1 1 1  5 3 3 3 3 2 2 2 1 1 1 1 1 0 1 0
4 4 4 3 3 3 3 2 2 2 1 1 1 1 1 1  4 3 3 3 3 2 2 2 1 1 1 1 1 1 0 1
4 4 3 3 3 3 3 2 2 2 2 1 1 1 1 1  4 3 3 3 2 2 2 2 1 1 1 1 1 1 0 0
3 3 3 3 3 3 2 2 2 2 1 1 1 1 1 1  4 3 3 3 2 2 2 2 1 1 1 1 1 1 1 0
3 3 3 3 3 3 2 2 2 2 1  1 1 1 1 1 4 3 2 2 2 2 2 1  1 1 1 1  1 0 0 0
3 2 3 2 2 2 2 2 2 2 1 1 1 1 1 1  4 2 2 2 2 1 1 1 1 1 1 1  1 0 0 0
2 2 2 2 2 2 2 2 2 1  1 1 1 1 1 1  2 2 2 2 1 1 1  1 1 1 1 1 1 0 0 0
3 2 2 2 2 2 2 2 2 1 1 1 1 1 1 1  3 2 2 2 2 2 1 1 1 1 1 0 1 0 0 0
2 2 2 2 2 2 2 2 1 1 1 1 1 1 1 1  3 2 1 1 1 1 1 1 1 1 0 0 0 0 0 0
2 2 2 1 2 1 1 1 1 1 1 1 1 1 0 1  2 1 1 1 1 1 1 1 0 1 0 0 0 0 0 0
2 2 1 1 1 1 1 1 1 1 1 1 1 0 1 0  3 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0
2 1 1 1 1 1 1 1 1 1 1 1 0 1 0 0  2 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0
2 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0  2 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0
2 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0  3 1 1 1 1 1 1 0 0 0 1 0 0 0 0 0

Class 2 Class 4

8 4 1. 4 3 3 2 2 2 2 2 1 1 1 1 1  8 1 3 3 3 2 2 1 1 1 1 1 0 0 0 0
6 4 4 3 3 3 2 2 2 2 2 1 1 1 1 1  6 4 3 3 3 2 2 1 1 1 1 1 0 0 0 0
5 4 4 3 3 3 3 2 2 2 1 1 1 1 1 1  5 3 3 3 3 2 2 2 1 1 1 1 1 1 0 1
4 4 3 3 3 3 2 2 2 2 1 1 1 1 1 1  4 3 3 3 3 2 2 2 1 1 1 1 0 0 0 0
4 3 3 3 3 3 2 2 2 2 1  1 1 1  1 1  4 3 3 3 2 2 2 1 1 1 1 1 0 0 0 0
3 3 3 3 3 3 2 2 2 1 1 1 1 1 1 1  3 3 3 2 2 2 1 1 1 1 1 1 0 0 0 0
4 3 3 3 2 2 2 2 2 1  1 1 1 1 1 1  3 2 2 2 2 2 1 1 1 1 1 1 0 0 0 0
3 3 3 2 2 2 2 2 2 1 1 1 1 1 1 0  4 2 2 2 2 1 1 1 1 1 0 0 0 0 0 0
2 2 2 2 2 2 2 2 2 1 1 1 1 1 1 1  2 2 2 2 2 1 1 1 1 1 0 0 0 0 0 0
3 2 2 2 2 2 2 2 2 1  1 1 1 1 1 1  3 2 2 2 1  1 1 1  1 1 1 1 0 0 0 0
3 2 2 2 2 2 2 2 1 1 1 1 1 1 1 1  3 1 1 2 1 1 1 1 1 1 0 0 0 0 0 0
2 2 2 1 2 1 1 1 1 1 1 1 1 0 0 0  2 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0
3 2 2 1 2 1 1 1 1 1 1 0 1 1 0 0  3 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0
2 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0  2 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0
2 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0  3 1 1 1 1 1 0 1 0 0 0 0 0 0 0 0
2 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0

Table 11—3 . Bit assignment tables for the 16x16 cosine
transform coefficients for the four energy
classes using the picture AIRPORT2 (Fig. 111—3).
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shown in Table 11—3 for the picture AIRPORT 2 (Fi g. 111—3). Note that the

low energy class (class 4) is assigned fewer total bits than the higher en-

ergy classes. This is, of course, due to the fact that the variances within

this class are lower than those in the other classes. This method automati-

cally assigns fewer bits to those blocks which have l ess variations in them

and therefore achieves adaptation . Since the four classes each contain the

same number of blocks , the average bit rate (1.44 bits/pixel in our example)

is achieved by assigning the total number of bits per 16x16 block times 4

(this has 1472 in our example ) to the variable bit assignment algorithms.

In our example each d.c. coefficient was fixed at 8 bits and the erro r pro-

tected overhead information required an additional 0.06 bits /pixel (overhead

uses the c lass i f icat ion map [Table 11—2] , the bit maps [Table 11—3] and the

normalization scale fadtor). The overhead error protection was achieved as

discussed in Section 1.3.4.

Normalization and non—uniform quantization was done identically to that

described for the fixed zone block transform (Section 11.2.1). This method

should produce results of better quality than the fixed zone method at the

cost of one additional pass through the data to accumulate an energy histo-

gram . A block diagram for this method is shown in Fig. 11—3.

11.2.4. Threshhold Block Transform
0

The best sample reduction algorithm would clearly select for transmis-

sion only those transform weights having the largest values within a blocJ~.

This it would do on a “per block” basis so that our “zone” (if we still in—

sist on using the term) will vary from one block to the next.

The shortcoming of this approach is, of cours e, its need to specify the

Location , Ci, k), of each transmitted weight within the full transform at—
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ray. These locations ar~ usually specified using some form of run length

code, and at high compressions (be l ow 1.5 bits/pixel ) overhead becomes sub-

stantial

The run length coding used in the threshho ld algorithm tested here is

based upon the coefficient ordering shown in  F i g u r e  11—4. For the first ten

coefficients within the order in g, run len gth code words were three bit quan-

tities referrin g to the ordering distance between zero coefficients. Beyond

this , seven bit code words specifying distances between nonzero coefficients

were used . These code word lengths were chosen amongst several such lengths

by trial and error (to achieve maximum compression ) over several test pic-

tures. Again the block size assumed is 16x16.

Since all transmitted coefficients are now guaranteed to be large, a

fixed coefficient bit length of eight bits is assigned to all such transmis-

sions. Once a threshhold sample reduction has been performed (based upon a

de sire to re ta in  only the Y% largest t ransform weights *), a s i ng le va r ia nce

of a l l  chose n c o e f f i c i e n t s  is c a l c u l a ted. Th i s va lue  is p re pended to the

picture transmission code and is used by the receiver to scale a singl e

linear , eight—bit quantizer [15]. Again , a “t imes  th ree” pe n a l t y is applied

to these B bits of variance information to allow for error protection . See

Figure 11—5 .

The run—Length code words are interlaced with transform coefficient in—
0

formation during transmission. They place a heavy burden on the ava i lab le

channel bandwidth at the higher compression rates. (At 0.5 bits /pix el ,

run—length code words are responsible for almost 50Z of the total informa—

tion transmitted. ) It is thus highly unlikely that this amount of control

information can be heavily error protected. Hence, we have (in these early

*The choice of V is, of course , dictated by the user—specif ied compres -
sion rate.
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~~~~~~~ s—.. .

/ / /
V-K

- . .
~ !/~

‘. . . .

Fig. 1 1 — 1 + : The transfo rm coef f ic ient  ordering
assumed for run length coding of
threshho ld sample reduced trans-
form arrays. The first coeffic-
ient (d.c.) is always transmitted ,
regardless of its va l ue.
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tests) exposed these code words to channel errors together with their accom-

pany ing transform coefficients. The result is a method that provides poor

quality at the high compression rates* (due to the control information over-

head), and that is also useless in the presence of channel error rates of

or worse. The latter is true because a garbled run—length code can ul-

timately result in a loss of transmitter—receiver synchronization . We are

curren tly developing a new threshhold sample format that should provide much

improved noise performance over strai ght run—length coding . However , we do

not anticipate that even this new method will be sufficient at error rates

much beyond ~~~~ In addition, the control word “overhead” wi l l  continue to

cause threshhold sample reduction to be less than competitive at compres-

sions approaching 0.5 bits /pixel.

11.2.5. Mixed Mode Transforms

A number of orthogona l basis function sets are available for discrete

space transform coding . Among these are the Cosine, Fourier , Slant , Wa l sh—

Hadamard, and Haar transforms. Since a choice of basis function sets i~

avai lable , two questions naturally arise:

(1) Is any one basis set “best ” for accurate coding of most naturally

occurring picture data?

(2) If not, can two (or more) transforms be found to be complementary

in the sense that when one basis function set is operating inefficiently on

a particular data block, the other wilt Like ly  exhibit much more sat isfacto-

ry performance?

Both of these questions were originally asked in the context -of zonal sample

reduction of full sets of transform coefficients ; i.e., series truncation .

*For example , at 0.5 bits/pixeL , less than 4% of the total transform ar-
ray can be transmitted.
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(Of course , one could  make the  same que ri es in a th reshho l d  sam p le  reduc t ion

context).

To answer these two questions , the above five transforms were applied

to several pictures of size 256x256, blocked 16x16. Initial runs indicated

that only the Cosine and Fourier transforms yielded any appreciable energy

compaction into a small spectral zone based around “d.c.” For example , the

following tabLe compares the number of times each of four transforms provid-

ed the most energy compaction (into a spectra l zone of 31 out of 246 coeffi-

cients) over a picture having 256 16x16 data blocks. Such a sample reduc-

tion results in a data compression of 8.26:1. The p i c t u r e  in ques t ion was

“APi ,” an aerial photo of Midway airfield exhibiting a large amount of de-

tail over most of the scene.

Transform Number of times transform provided superior
Type performance (out of 256 blocks )

Cosine 229 (89.5%)
Slant 12 ( 4.7%)
Walsh—Hadamard 9 ( 3.5%)
Haar 6 ( 2.3%)

To compare the cosine and Fourier transforms , the two methods were

matched for energy compaction into a zone of 37 coefficients , for three

separate photos all of size 256x256 , blocked 16x 16:

(1) API,

(2) AP4, another airport aerial photo exhibi t ing less detai l  than APi , and

(3) GIRL, the standard “head and shou lder ’ ” view of a young girl.

— 37 —

- —--- — —— ~~~~~~~~~~~ - — — -- ———- - --- - .- —  - -r— ---—
_ _ _ _ _ _  - - - ---



The results are:
Transform Picture

Type APi AP4 GIRL

Cosine 213 (83.2%) i90 (74.2%) 245 (95.7%)
Fourier 43 (16.8%) 66 (25.8 %) 11 ( 4.3% )

Thus , over a range of scenes, the cosine transform provides more effective

energy compaction (than the Fourier ) an average of 84.4% of the time .

Conclus io ns:

(1) The cosine transform is, by far , the most robust of the popular

transform coding methods from an energy compression viewpoint.

(2) No other transform tested outperforms the cosine frequently enough

to j us t i f y  i ts use as an alternate “complementary ” cod i ng technique . Thus

the mixed mode transform was not included i n the subjective testing

described in Section III.

11.3 Hybrid Coding

Habibi [7] has proposed a combination transform and predictive coder

which has performed we lt in many applications. The version implemented per-

forms a one—dimensiona l Cosine Transform across row sections. The transform

coefficients are then coded using DPCM down the columns. We performed the

discrete Cosine Transform over 32 l ong blocks in the horizontal direc tion (a

l ength of 16 did not perform as we l l ) .  Stat is t ics  co l lected on the

transform coefficient difference (down the columns ) were used to set the

variable bit assignment (as described in Section 11.1.1) used in the DPCM

quantizer. The first row of the picture was transmitted using 6—bit PCM .

In addition , to prevent too much propagation of channel errors due to the

DPCM, every 64th row was also transmitted using PCM. The DPCM coding sec—

—3 8 —



t ion is shown in Fig. 11—6. The b lock d iagram for the h ybrid code is shown

in Fig. 11—7 .

11.4. Space Domain Techniques

11.4.1. The CDC—MAPS Algorithm

This is a space—domain compression technique recently developed by Con-

trol Data Corporation for the Intel ligen ce—Recon naisance Division of RADC

[10]. Initially, the approach examines a rectangular cluster of four pix-

els. If their various inter—pixe l intensity differences are less than pre—

cr i bed t h r e s h h o l d s , the four intensities are set equal to their mean value ,

thus merging this 2x2 group into a sing le sub—block fo r later transmission.

If the local picture contrast is low , clus ters of merged 2x2 sub—blocks can ,

in turn , be merged into a 4x4 sub—block. This process can be recursively

applied (in Low detail regions ) up to any given maximum block size. Follow-

in g [10], we have used a maximum size of 16x16.

The order of examination cr pixels , for possible merger , is depicted in

Fi gure 11—8. As shown here , th is  same scanning pat tern is fo l l owed  when

comparing prev ious ly  merged sub—blo cks for possible merger into even Larger

groupings.

The decision of whether or not to pe r form a merger of four p i xe l s  (or ,

later , four pixel groups) is based upon in tensi ty  d i f f e rences  among these

pixels . As depicted in Figure 11—9(a), the four pixel intensities are “mid-

dle step,” “uppe r step, ” and “extreme ” con t ras ts .

Each d i f ference is compared w ith i t s  correspond i ng threshho ld in a

“contrast control matrix. ” If all four differences do not exceed their

respective threshholds , the merger attempt is successful : The four pixels

— 39 —
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V a r i a n c e  t ah~ e and b i t  assignr’ ient  tab’e
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Code To
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C o ef f i c i e n t

In 
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a One un it
de lay

+

(a) T r a n s m i t  Sec t i on
Variance table
and bi t assignment table

Transform
Decode +

Out
C o e f f i c i e nt

clay

(b) Race lve Section

Fig. 11— 6 : DPCM sec t ion  of the hybrid coder .
ThOr. Is one such section for each
of the 32 CosIne Transform coef ficients.
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Fi g. 11— 8: The MAPS scanning pattern
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Let 1 3 I ? I~ I~ he the intensities

of four pixels (or groups of p ixels) to

be merged . Then:

I~ lower step

middle step extreme (1 3-I Q)

1 3 
upper step

(a)

lierge attempt ________ Thres ’ holds ________

to siz e  of: Extreme Middle Lower Upper

2 x 2 38 15 23 23

14 x 14 23 9 114 114

8 x 8 1 5 6 9 9

16 x 16 11 5 8 8

(b)

Fig . 11— 9 : (a) the various step differences
used in me rge attempts.

(b) the contrast contro l matrix
used in t h i s  work .
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(or groups of pixels ) are subsumed into a larger group wh ich  is character-

ized by the average value of its four components. Several threshholds ap-

pear in the contrast control matrix for each type of difference. Which

threshh otd is used depends upon the size of group that would result if the

merge attempt were successful. Since merges into larger and larger groups

w i l l  necessar i l y obsc ur e more and more loca l  de ta i l , the difference thresh—

ho lds used at the l a r ger group size merge attempts become p ro g ress i vel y

sma l l e r .  Tha t i s, restrictions on mergers over wider areas of the picture

are ti gh ter . The contrast control matrix used during one of our tests* is

given in Figure 11—9(b). The matrices used by CDC to produce the results of

MO] are not known at this writing . However, the values in Figure 11—9(b)

were obta ined f rom an “initial guess” m a t r i x  by individually altering its

rows and c o l u m n s  and obse rv i ng the e f f e c ts on the res u l t i n g ba ndw idth

compression and picture quality. Following [103, wi thin any row of the con-

trast control matrix , th r e s h h o l d s  a re chosen so tha t t he “m i d d l e ” step

threshho ld is smallest , and the lower and upper step threshholds are sma ller

than the extreme. The extreme , in  t u r n , is  u s u a l l y  s m a l l e r  than the sum of

the three separate step threshholds.

Of cou rse, sooner or later a threshh old in the con trast control matrix

will be viola ted and mergers within a particular region of a picture w i l l

have to stop. At this point picture data must be coded for transmission.

In order to obtain an improvement over the CDC cod i ng techni que ([10], page

3—9) , we have used the fol lowing cod ing format: A single three—bit  code

word precedes either a single word of intensity information or four words of

intensity information. The code word indicates the size (2 nX2 n) of grouping

the succeeding information wo rd s will refer to and whether one or four in—

This is picture SAM1 (Fig. Ill—i ) at a compression of 1.5 b i ts /p ixe l .

— 44 —
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tens ities will follow. If only one intensity follows , a mer ger was ap-

pare nt l y com p le ted at s i ze  2n x2 n . On the other hand , four  wo rds w i l l  r e f e r

to i n tensi t ies of four  s m a l l e r  g rou ps of s ize 2n~l x2 n~l . This method of

codin g is in contrast to the CDC practice of appending one two—bit control

code to each  a nd ever y intensity word.

The le ngth of an intensity word used in this work was six bits. In ad-

dition , al l three—bit control codes were l engthened to six bits in order to

provide for a single error—correctinq level of protection for this informa-

tion. The factor of three penalty approach (Section 1.3.4) was not used

here due to the bulk of the control information needed to use the MAPS for—

mating methods. Also , a un i que, six—bi t “star t of b lock ” co ntr ol code was

inserted into the t ransmi t ted bit stream in order to signal the start of a

new 16x16 b l o c k .  Th i s has  been cons i d e r a b l e  hel p in  m a i n ta i n ing

transmitter—receiver synchronization during transmission of MAPS variable

len gth information frames over noisy channels. A simplistic block diagram

is included as Fig. 11—10.

11.4.2.1 Block Truncation Coding (BTC)

We now present a non—information preserving coding technique developed

at Purdue which is very simple to imp lement , is  w e l l  m a tched to the hu m an

obse rve r, retains the resolution of the original , and results in a bit rate

of between 1 and 2 bits/pixel [11].

One proceeds by first blocking the original picture into nxn blocks (we

have used n=4 for our examples ). Each block is then coded by producing a

bi nary picture block where the two binary values are chosen such that the

sam ple mean and variance are preserved [17].

— 45 —
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- Code m m ’ , i rigin put to
_______________ 

IIAPS miij ~ hod 
________________p i c t u r e  channel

800,000 idds
0 mul t i p i  ii’ s

f rom Decode us ing
channel  ~~ IIA PS method 

~~

0 adds
C) multiplies

Total ope rations for
512x512 picture :
800,000 adds
0 multiplies

Fig. 11—1 0 : MAPS Coding arithmetic operations totals
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Let m~n
2 and let X l F X 2~ • • X m be the values of the pixels in a block of

the original picture.

Let

~~ 
be the sample mean

~~
-
~
-
~~
- f tx 1 —~~

2 be the sample variance (11—5)

and let q = number of X 1
1 s greater than I.

The bit plane is chosen such that al l  pixel values above Y are set to 1

and all other values are set to 0. The binary pictur e block is reconstruct-

ed from the bi t plane and the mean and variance by setting all 0’s to

a = - 
~~~

and s e t t i n g a l l  l ’ s to

b = + ~ ~~~~ (11—6)

Th us, t he sam p le  m ean and sam p le  v a r i a n c e  in  t he  b i nary  pi c tu re b lock

matches that in the original. The coded picture cons is ts  of a bit plane , X,

and T for each  nxn block of the picture. Assuming n=4 and 8 bits are used

fo r  ~ and 
~
; this results in 2 bits /pix eL. The receiver reconstructs the

ima ge block by cal culating a and b and placing those values in accordance

w i t h  the b i t s  in the bit plane.

We have found that  block boundaries are not v isible in the reconstruct—

ed pic ture  using this  technique but two m~ i jo r  a r t i f 4 c t s  do occur: (1) false
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contouring due to only two levels in each block , and (2) misrepresentation

of some midrange points due to their assignment to either a high or low

value . In the nex t section we will show methods for reducing these effects

and reducin g the bandwidth even further.

A few comme nts should be made about the appeal of this method . First

is the obvious simplicity of the calculation involved . Onl y m pixels at a

t ime need be considered , el im ina t ing  the need for picture storage and allow-

ing real time coding with a small hardware device. Second is the suitabili-

ty of this method to the human observer. The largest changes in a block are

the ones coded. If no large changes are present , the most significant small

variations are coded . The human is also insensitive to small variations in

the presence of large variations , so that this technique is neglecting the

very thing the human visua l system is insensitive to. The third point is

that the bit plane preserves the ori gina l accruacy of 30 edge or object lo-

cation with no blurring . If anything, the effect is to enhance boundaries

which is again suitable for human observation.

The problem of representing images by two levels has been addressed by

other authors in the context of obt aining continuous tone displays using

binary pictures [18—20]. The constrained average algorithm of Jarvis and

Roberts [18] produces a b inary rendition of an image; however , their method

does not preserve the loca l mean and variance of the image. The constrained

average method is used with two—level displays w h e r e  any pixel is either

“o f f ”  of “on.” For BTC a pixel in the reconstructed image in a g iven subpic—

ture is either a or b as g iven in Eq. (11—6), wher e a an d b can take on an y

value from the original picture. The constrained average algorithm uses an

adaptive threshho lding technique at each p i xe l .  This threshho ldng technique

is such that the threshho td is changed from pixel to pixel. The subpicture

— 1 4 8 —
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used is a moving window and not distinct blocks as with BTC. Lippe l has

presented results indicating the constrained average algorithm can be imple-

mented by using a two—leve l ii~~h e r i n g  scheme C19], [21].

11.4.2.2 Example of ~T

Firs t let us -~u ic~ t y reJ ie4 t’ie BT a~~~o r i ~~hri :

a) Image is di v i d e d in s- ’ r l l  no’i—~~~~rta p -i iig h l : ~~; s )- h -is 4x4.

b) Sample mean Y, ar~i sjrn~~le va ri a nce are co’i . , ‘ -‘

c) A bit plane is const ruc ’. ’~d s - jc h tha t each p ix ~~ ~oc i t ion is coded as a
“one ” or a “zero ” depending on wb~~the r  tha p i x - ~t is q r e a t e r  than Y.

d) The bit plane , ~, and are  sent to t he recei v e r .

e) The p i c t u re  b l o c k  is reco ri struct - ’d -;jm : h tha t X ani 
- 

are preserved .
That is , p i x e l s  in the b i t  plane tha t  a re “0” are ‘ -“ t to  “a” and the
“l”’ s are  set to “b’ in equat ion  11—6 .

For examp le , suppose the f o l l o w i n g  4x4  p i c t u r e  b l o c k  is g iven by:

121 114 56 4

37 200 247 255
= 16 0 12 169

43 5 7 251

so

X = 98.75

~~~ = 96.00
q = 7

and

a = 16.7 17
b = 204.2 204

the bit pLane is:

— 
L~9 —

-a ~~~~~~ , _,_ - ~~-. ~~~~~~ — -
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1 1 0

0 1 1 1

0 0 0 1

0 0 0 1

The recons t ruc ted b lock  beco m es:

[~04 204 17 1

17 204 204 204

17 17 17 204

17 17 17 204

and the sample mean and variance are preserved . A block diagram of the cod-

ing method is shown i n  Fi g. Il— li .

11.4.2.3 Some Other Considerations of BTC

Block Truncation Coding can be formulated as a problem of obtaining an

adaptive two—level (one—bit) quantizer such that the visible properties of

the image are preserved. If one could obtain a fidelity criterion for an

image that would somehow represent the desired properties of an image (i.e.,

edge preservation , no false contouring, texture preservation ), t he n one

could use rate—distortion theory to obtain a one—bit quantize r to match this

fidelity criterion [14], [22J—127]. This is indeed a hercul ean effort and

was not pursued in th is work .

Fo r t he  work  pr ese nt ed here , the fidelity criterion used in the quan—

tizer in one of preserving the mean and variance. This criteria seems to

work w e l l  in mos t si tu a ti ons whe n i ma ges must be e i t h e r  t r ansmi t t ed  or

stored . Other criteria have been used in testing BTC—— in particular , minim-

izing the mean square error [15] or the mean absolute error [28]. To use

these criteria , it is necessary to fit the one—bit quantizer to the data by

an exhaustive search. One can obtain poorer results by making an ad hoc de—
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Find samp l e mean and
std. deviation and quantize block and compare

fo r  each
_____ 

mean and std . with original , if
—~~~~ to

~x~t block 

_
~~

}
~ 

Generate bit plane Reconstruct each

dev i a t io n fo r each — 
MSE too high , re— channelinput

block threshho ld topicture
ninir n ize hS[

1~9O ,OO0 adds 0 adds 556,000 adds
O mu l t i p l i e s  O n muitip i ies lilO ,000 ri u lt ip l ie s

Reconst ruct
from each output

channel block p i c tu re

32 ,000 adds
160 ,000 multiplies

Total opera t ions for
5l2x512 picture :
1 ,078,000 adds

578 ,000 multipl i e s

Fi g. I l — I l :  Block Truncation Coding
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cision as to what the probability density function of the image is. It is

possib le to obtain quantizers that are robust for Large classes of density

functions , but these techniques have not been widely applied to imagery data

[29].

The advantages of a fidelity criterion that onl y preserves the mean and

variance is that it is not necessary to do an exhaustive search to match the

fidelity criterion. In general if we are interested in fitting a one—bit

quantize r to data in each picture block , it is necessary to obtain three

parameters: the two output levels and the quantizer threshho ld . In using

the basic BTC al gorithm as discussed section 11.4.2.2, we are making an ad

hoc decision about the threshho ld by choosing the sample mean as the

threshho ld. It is obvious that other thr eshholds can be chosen and using

results similar to equation 11—6, the out put levels of the quantizer can be

chosen to preserve the mean and variance.

In the results presented in Section III, we a l l o w e d  fo r  d i f f e r e n c e

choices of the threshho ld to minimize the mean square error of each recon-

structed picture block. This was done by hav i ng the transmitter reconstruct

each picture block locally and compare the mean square error of that bloc k

against some fixed percentage of the sample variance for that block. If

th i s  e r ror  exceeded the percen tage, then an exhaus tive search was done to

fi nd the best threshho ld that minimized the mean square error and preserved

the sample mean and variance. When searching for the threshho ld , the loga—

rithm of the picture block data was obtained to allow for better “clus ter—

ing ” of the data. The percentage was fixed sc tha t abou t 5% of the pi c tu re

blocks in each scene were searched exhaustively for a new threshho ld.

Al though this did increase the computational load at the transmitter , the

receiver reconstruction procedure was not affected .
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Experimenta l evidence has indicated that it is necessary to code the

mean and va r iance  ( a c t u a l l y  the standard dev ia t ion )  w i t h  less than 10 bits.

This allows for considerable savings and no perceivable errors upon recon-

struction . This then gave a compression rate of 1.5 bits/pixel. To allow

for more savings in cod i ng, we looked at various ways of coding the bit

plane. The entropy of the bit plane has been approximated by calcula ting th

entropy of 8—bit sections of the bit planes. Typical value s indicate that

it is necessary to a l l o w  0.85 b i t s / p i x e l  in the bit plane instead of the

nominal 1 bit/pixel. The cod i ng of the bit plane could be implemented by

using standard minimum redundancy cod i ng such as Huf’rnan coding [30]—[32].

Due to the poor performance of these codes in the presence of noise and the

fact that gain in compression would not be that great , (not to mention the

ov erhead in coding ), the bit plane was not entropy coded for the results

presented in Section III. We do intend to pursue robust coding methods for

the bit plane.

In develop ing BTC to this point in time , we have looked at various oth-

er techniques to improve the performance such as dithering [33] and ~‘sof t”

threshholds. These methods were not used for the resu lts presented in Sec-

t ion III because of the extra computational overhead and/or the res’~1ts did

not greatly improve the reconstructed picture [11].

11.4.3 Im age M o d e l l i n g and DPC M

A 2—dime nsional image model is formulated in this section using a sea-

sonal autoregressive time series . With appropriate use of initial cond i-

tions , the method of least squares is used to obtain estimates of the model

parameter s. The model is then used to regenerate the image. A differential

pulse code modulation (DPCM) scheme is also investigated for future use in
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com paring DPCM with other coding methods.

11.4.3.1 Introduction

In rece nt years much work has gone into obtaining reasonable spatial

models for images [34, 35, 36, 52). This has Led to some very good results

i n a reas such as im age enhanceme nt and codin g [37—41]. The problem still

exists , however , of ob tai ni ng a good model for an image. In thi s context

var ious studies of the nature of the human observer in imagery systems have

been undertaken [14, 27).

In th i s  sec ti on ima ge m o d e l l i n g is approached f rom the poin t of v i ew of

c l a s s i ca l  ti me se r ies a n a l y s i s  u s i n g the method of l e a s t squares  [42, 43].

A seasonal one—dimensional model [42] is obtained and used to regenerate

test images. This approach is shown to have some promise in the area of

texture or background modelling . Similar results have been presented by

McCor mick and Jayaramanurthy using a seasonal autoregressive integrated mov-

in g avera ge model [51]. The model is a l so  dem onstr a ted in a d i f f e r e n t i a l

pulse code modulation scheme (DPCM).

11.4.3.2 The Image Model

Suppose each NxN discrete image is described as a matrix y (i ,j). If

the ima ge is assumed to be a sample picture from a two—dimensional discrete

homogeneous Gaussian—Marko v field , one can show that the pixel (picture ele-

ment ) at y (i ,j) can be represented as described in [44, 45):

y (i ,j) 
~~ ~ y(i—m ,j—n) + u(i ,j) (11—7)
m,n�0 mn

for aLl (m ,n) such that (i—m ,j—n)cD and where



- , - .

1) D = ((i ,j) ; i < a or j < b}

2) E [u (i ,j) y(i—m ,j—n)] = 0 ; -n ,n > 0, m +n > 0

3) E[u (i,j)u (k,t)] = 

~
2
~ i k ~~ j

4) E[u (k,L)] U

It is e a s i ly  recogn i zab le  that the region D cons i s t s  of the f i r s t  a rows and

b columns - f  the p i c tu re .  This reg ion cons is ts  of the in i t ia l  condi t ions

for the ima ge. There are more genera l  reg ions  fo r D that  includ e more

neig hbors but the problem of obt ~~in in g accu rate parameter estimates is more

com~- i l i ca ted  [50] . The noise u(i , j)  is assumed to be a zero mean indepen-

dent , identically distributed Gaussian process. This model says that the

p i c t ure  can be generated by driving a two—dimensional recursive digi tal

filter with Gaussian white noise.

The spec ia l  case of a Gauss ian—Markov f i e l d  w i t h  a and b equal to one

is somet imes assumed for the p i c tu re :

y ( i , j) = 8 1y ( i — 1 , j) + 8 2y ( i — 1 ,j — 1 )  + ( 11—8)

0 3y( i , j— 1 ) + u(i , j)

The region D then cons i s t s  of the f i r s t  row and column of the picture. A

model could a lso be fo i~~u la ted so that y (i ,j) will depend on y (i—1 ,j+1).

This  model w i l l  be presented in Sect ion  11.4.3.3. By row—conca tena t i on  one

can obta in a one—dimensional  fo rmula t ion  of equation ( 11— 8 ) :

le t  (i ,j) k = ( i— 1) N +j

$ 
y ( k )  rm 1 y(k ..N) + e 2y ( k—N— 1 ) + 0

3
y (k—1 ) + mj(k) (11—9)

Th is  f o r m u l a t i o n  of y(~~
) is sug gest ive  of hor izon ta l  L ine scanning . This
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value generated by the model is minimum . The squared error is given by

N
2

= ~~~~~ 
(y(k) — e

Tzi k_ l~~
2

k 1
k�I .C.

whe re I.C. = {y(k) derived from pixels (i ,j) c D) (h1 h1 )

It is easily shown th~ t the values of e and ~
2 which minimize J

N
(e) are

N
2 —1 

N 2

= 
~~ 

(Z(k l ) Z T(k_1)) ~~ y (k)Z(k—1 )
— 

k=1 
— — 

k=1 
—

k�I.C. k�I.C.

2

= !._ 
~~~~~ 

(y ( k )  — (~ (N
?) ) T Z(k—1))2

1 k 1
k�I .C.

2 
(11—12 )

where N1 = N — I .C.

Since it is assumed the process  u(’)  is Gaussian , the results ~otain e-i in

equation (11—12) are the same as the conditional ‘naxim um l ike li ri o o~ es ’i—

mates  of e and 2 [42].

The t e r m

= y (~~
) — (~ (N

1
)) TZ (k_ l ) (11— 13 )

is called the residua l of the model. If the image is actua Ll y desc ribed bi

equation (11—10) and i f ~ ~(N 1
), then w (’~) would of course be the w h ite

noise dr i~ ing process. In practice a compl ex image cannot fu ll y be

described by a simpl e model as in equation (11—10) and therefore the res il u—

a l s can be used as an indication of how good the model actually fits the

par t i cu la r  pi c ture.  In general then , it would be des irable that t~~e residu-

als represent a zero—mean white Gaussian sequence. Various tests can be
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pe f o r ~~e~ on ne re s— i~ al seOu ence ~ 3 )v? ~~ro ~~~ t ies [42, 43,

51). One -~~~~~ • s’— :-~ ~~ ~~a c~~ ‘ l L . ’- at- ~ t ” e ~1 i f l~~~. o • th e ‘nodel is

tn let :(~~,) ~ 2 :2 T~~’ ‘‘ -~~~ t~~ ~“i~~
.’ ~c:o~~ i~ o to equa—

t i or . (11— 10 ) ~~tn t he 1 - l i t ,31  : -
~~~~~~~~~~~~~~~~~~ ‘; i-

~~ ~-i - - - .~~- -~ .~r Ga Js ;i3n random

ni~~ber qeripr ator . The Qua i’ . o . ~~~~~~ ~~~~~~~~ 
~~~~~~~~~~ ~~

‘ : m i r S ~ ~~ u I1 be

t~ e 4 ina t tes t

11. 4.3.4 Some Ew~~e i m e ’~t a ~ ~‘-;. l t s

The ‘ Ll ~~w n ~ tw~ ~a~~ssi ~~ ii cil .’ls -
~~~~~~ 

~~ - -~~~ ~~ hi s stud y

y(i ,j) z a ~ y (i~ 1 ,j) + •~~.(~ — t ,j— t) • (11—14)

+

= ~ 1
y ( i— ’ ,j )  + 

2
v (i l ,

~~
l) * (11 15)

T~ e model 0 ’ eq uat io n (11— 14 ) w~ s 1i5~~~~55~~~ in S e : t i o ’ ~s 11. 4 .3 .2 arid

11. 4.3.3. The model o~ eq ua t i Jn  ( 11—1 5) is s l i ;bt l y  d i f ’ e r e n cu * ca n a lso

be formuLated int o a seasona l aut~ re ;ressive t i m e se r i es  s i m i l a r  to equation

(11—10). The i niti a l conditions ~or th e latter model are the first u and

the fi rst and Last col~. n of  the ima ge.

Due to the gross non—homogeneous nature 0’ la rge images it was decided

to separate the image into ~xP~ subpic t~~re s and to fi t the same model type to

each subpi cture of a large p icture. In other words , a -I  the models for each

large ima ge had the same form but a diffe r e n t  pa r ameter set i(N 1) and

each stibpictur e,
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R e s~.I.t s  we r e  o~ t~~ine: ‘ c r  t~~o la’~~.~ c : t  Y-
~~S ~~~~ 0 .“ ic’ we re 256x256

~~~~ s. The su~~~ C t  ~re size wa s c~ o;en t :- ce 15~ 1~ ~ i~~e ls , so that each

256x256 scene had 256 ~a-a~ eter sets a;;~~~~te~ ~~~~ it. No attempt was

made to -ii~ d i~~ferent ‘n-oi eL f o rm olit i o ns i :ni-i a ~i~ien scene. After the

parameter  set was  obt~~iriei ea:n ima ge wa s  r eg ~~ -\e ra~~~~: -a -s aescr ibed in Sec-

t i on  11.4 .3 .3 , . i t h  a Ga jssia n r~~nd~~-’ nu”~5e r ~e-i e~ a t o r  ( p rov is ion  was made

‘o r the cases  wb e-e t ” e e s1 jua ~ ~s not z~ r o — ne a n ) .  Resu l t s  are shown in

Fi gures : 1—1 2 ~nj 11— 13 ‘or o-otb n oj e l s  aes c r i bed  by equat ions (11—14 ) and

(11—15 ) . T- e absoL~t~ ~i” ere”ce Pit t Jre between the original and regen-

erated im ai e wi s ils o - -‘e: as wel l as the root mean square (rms) error.

t he t e x t ~ r.~ image - is t h at  of  cork.

The ~e s~~L t s oht~~ined  are interesting in that the picture was generated

~-or~ the initial C O n~~~tiOnS and the parameter set along with the model

:es c r i ~ t ion ana a random number generator. The results obtained f o r  the

—~~ el describe. : by equat ion ( 11— 15) are much better than that described by

‘~~~~t ion (11—14) . One shouH remember that in each subpicture the initial

c - c na it ions used were the actua l pixel value s for those rows and columns

r espect iv e L y.

There is no guarantee using the method of Least squares that the model

obtained will be stable. In fact , in the g irl’ s face scene for the model

described by equation (11—14) one can see subpictur e blocks which have an

unstable model formulation . One can observe this by noticing the white and

black streaking in the regenerated scene toward the bottom of the picture.

The two scenes presented in Fi gures 11—1 2 and 11—13 consist predom-

inant ly of low spatial frequencies. The mode ls described by equations

(11-14) and (11—15) are of course low—pass in nature.
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Figure 11— 1 2 .  tippe r Left: Original Image; Uppe r Right:
Regenerated Irliuqi ; Lower Right: Absolute
Difference Picture (Zero erro r co rresponds

• to m edium gray). Image regenerated using
the model described in (8). Lower left is
t h -  mi s error .
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Figure 11 —1 3 . Upper Left: Original Image ; ti pper Right :
Regene rated Image ; Lowe r Righ t :  Absolute
Difference Picture . Image regenerated
using the model described in (9). Lower
left is the mi s error.

- 61 —

5. --— -—— ••~•_5 - - - -—- --5 — - - ..Z5 - - - - - - V” ‘ - - - —
- - S - - - -



These results suggest that Gaussian—Markov model s could work quite well

with textures and backg round scenes. In an image cod ing scheme the texture

model would only have to be transmitted and the receiver could regenerate

the texture locally. In fact one would not have to transmit the entire set

of initial conditions , this could l end to compressions of 10:1 or higher.

McCormick and Jayaramanurthy have obtained similar results using a slightly

more complicated model [51].

11.4.3.5 DPCM Coding

This modelling method could easily be extended to a differential pulse

code modulation (DPCM) scheme. In DPCM one quantizes the difference between

an actua l pixel value and a predicted pixel value [41, 47, 49, 51]. The

abov.e difference could of course be the residual equation (11—13). The phi-

losophy of this arrangement is that one needs to assign fewer bits to the

residua l than to the actua l pixel value , due to the inherit low—variance of

the residual , for the same accuracy to achieve the same quality reconstruc-

tion. Given the quantized residua l and the model coefficients , the original

image can be reconstructed with a reasonable degree of accuracy .

It should be noted that the residual cannot be evaluated and quantized

directly, this would lead to an “open—loop ” DPCM scheme and the quantization

errors would propagate. A feedback quantizer is generally used in DPCM to

keep the quantization errors from propagating [471. The feedback quantizer

is shown in Figure 11—14 .

One has to make some sort of choice as to what kind of quantize r should

be used . Recently some work has been done in the area of optimal quantizers

in the context of a human visua l system model (48]. These quantizers are

des igned so that quantization noise artifacts such as slope overload, false
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y(k) +( “\ w(k) . ~~(k)  
_______~ 4

\
:. )—. Qua n t z e ______ _________

y(k) I
+

Predictor
(mode l)

~~(k)

(a)

+ 
~ (k)

Predic tor
(model)

(b)

Figure 11— 1 4 . (a) Feedback DPCtI Quantizer; (b) Regen-
eration Sc~eme. ~ ind i cates x(.) quan-
tized and x(.) indicates x(.) predicted.
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con to u r i n g, and edge busyness are min imized .

Fo r the work  presented here  i t was dec ided  to m ake an ad hoc assu mpt io n

that the actua l residuals were Gaussian distributed. This decision was made

to be somewhat consistent with the way the images were regenerated in Sec-

tion 11.4.3.4. An equal interval three bit Max quantizer [15] was im p le-

mented according to Figure 11—1 4 and the sample statistics of the residual.

The parameters of the model § (N
1
) were quantized to 8 bits. The original

256x256 images were quantized to 8 bits. In this scheme the initial cond i-

tion set was used at full 8 bit resolution.

This DPCM scheme consisted of using the models described by equations

(11—14) and (11—15) on various images. The residuals in each subpicture

were quantized to 3 bits as described above. The reconstructed results ,

or iginal images and absolut e difference pict cres are shown in Figures 11—1 5

and 11—16. The rms error is also displayed. The reconstructed images

represent a compression of slightly better than 2:1. The method of finding

as desc ri bed in (6) is computationally intensive ; however , ö (N 1
) is

optimal in the mean square sense . This DPCM coding will be pursued mainly

for comparison purposes with the other cod i ng techniques previously men-

tioned . It should be emphasized that the predictor developed above is

optimal in the mean square sense and although it is computationally inten-

sive it will be excellent for comparison purposes.

A t this time we have looked at only using three bits for the resid als

us ing these schemes. It should be mentiond that the overhead in this method

with the initial conditions is quite hi gh and we a re p l a n n i n g on redu c i ng

the initial condition set to allow higher compressions. We wi l l also exam-

i ne the e f f e c ts of us i ng less bi t s fo r  the re s i d u a l s  and look a t cha nn el er-

rors with this system to compare with our previous results and methods u s —
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Figure 1 1 — 1 5 .  ti pper Left: Ori g i n a l  Image; Upper Right:
Reconstructed Image ; Lowe r Right: Abso-
lut e Difference Picture. Image recon-
structed using the model descrihed in
(8) and DPCM scheme . Lowe r left is the
rms erre r .
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Figure 11—1 6 . Upper Left: Original Image ; Upper Right:
Reconstructed Image ; Lower Right: Abso-
lute Difference Picture : Image recon-
structed using the mode l described in
(9) and DPCM scheme. Lower left is the
rms error .
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U.

cussed above. Ex perimental evidence indicates that a Laplacian and not a

Ga ussian density function should be used for the residuals [53].
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III. Resul ts

111.1. Original Images

Three 512x512 images were selected as originals. SAM1 (Fig. 111—1 ) and

SAM2 (F ig. 111—2 ) were supplied by RADC and are pictures of part of the

Northeast Test Site Area. SAM1 is a missile site (SAM) with both fully

equipped and empt y Launching sites. Missile crates and mobile radar equip-

ment are also visible. SAM2 includes an AAA mi ssile site , a forested re-

gion , and several tanks . Both pictures are quantized to 6 bits (64 grey

level s).

The th i r d  ori g i na l , AIRPORT2 (AP2 ), Fig. 111—3 , has bee n quan t i zed to 8

bits (256 levels ). This airport scene was chosen due to its wide variabili-

ty of image characteristics. Of interest are the city areas , the airport

r unwa ys, and boats and other small objects in the water. AP2 is a much wid-

er bandwidth image than the other two (adjacent pixels frequently exhibit

ver y l ittle correlation ).

To hel p eva lua t e  codin g errors , the raw PCM o r ig ina l  da ta wa s sub jec ted

to the same random error rates as the coded pictures. A sample for AP2 at

1O~~ probability of error is shown in Fig. 111—4 .

111.2. Reconstructed Results

Ex am p l e s  of r econs t ruc ted pi c t u res  us in g a l l  the tes ted cod ing methods

follow. However , we f i rst show t hree “difference pictures ” between the ori-

ginal and the results of three coding methods. These are Figs. 111—5 to

111—7 . The coding techniques used were block truncation , Chen and Smith ,

and MAPS, respectively. A negative difference is displayed as darker and a

positive difference as lighter than gray which represents no difference.

Note the stronger correlation of the coding error with the original image in
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Fi g. 111 - 2 :  Ori g in al photo ‘‘SAM2’’ , 512 x 512 pixels , 6 bit quan—
ti zat lon , photo number 119.
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Fig. 111-4 : AP2 reconstructed from a PCM :ran~ mi ss ion . ..~~r a
noisy channel ha vi n g an error rate •~ f 10 . Photo
number 406.
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applied to A P2 at a co- pression of 1.5 L its/p ixe l .

Photo n umber 550.
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Fi g. 11 1 — 7 :  Difference picture y ielded by MAPS as app l ied to AP2
at a compression of 1.5 bits/p ixel. Photo number 552.
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the case of the spatial techniques.

Of the twelve sets of photos ranked by the photo—analysts at Rome

Research Corporation , three are shown here. The first set in Figs. 111—8 to

111— 14, represent the application of seven coding techniques to AP2. The

compression rate in each case was 1.5 bits /pixeL . No channe l errors were

introduced . The second set of photos, Figs. 111—1 5 to 111—20, represent the

same coding technique s and compression rate, as previously, but a channel

error probability of 1O~~ was introduced . This set does not include thres-

hold coding because of synchronization prob l ems discussed in Section II.

The third set, Figs. 111—21 to 111—27, show all seven method s applied to

SAM1 at a compression rate of 0.5 bits /pixel with no channel error.
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Fi g. 11 1 — 1 7 :  Reconstructed i rnage 3
us i ny Chen and Smi th coding, AP2 ,

1.5 bits/p ixel , 10 error rate. Phote number 721.
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Fig. 111- 2 3 : Reconstructed image using Chen and Smith cod i ng , SAM 1 ,
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FIg. 111 -25 : Reconstructed image using MAPS cod i ng , SAMI , 0.5 blts/
p ixel , 0 errors . Photo number 101.
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Fig. 111 -26: Reconstructed image using variable zone coding , SAM I ,
0.5 bi ts/ p ixel , 0 errors . Photo number 730.
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111.3. Raw Ranking Data

The photo anaLysts were supplied a ranking form for each of the 12 pho-

to sets. A sample form appears in Table 111—1 . In Table 111—2 appear the

ranking results. Notice that each of the twelve sets was ranked by five

anaLysts. In each case a ranking of 1 denoted the best (in that analyst’s

opinion) reproduction of the ori ginal . Space was provided on the form for

additional comments such as excellent (EX) and unacceptable CX). The pres-

ence of either of these two comments appears in the raw data of Table III—?

as a superscript to the corresponding ranking number . The right two columns

of each set List the “average ranking” and mean square reconstruction error

for each method . The average ranking was calculated by dropping the highest

and lowest ranking given each method and averaging the remaining three.

111.4. Discussion

The raw data presented in section 111.3 can be analyzed in various

ways. We wouLd like now to present a few tentative conclusions based on

this data.

111.4.1. Subjective Evaluation for Error—Free Transmission

Let the “quality potential.” (QP) of a coding method be taken as its

average photo analyst’ s ranking at a zero channel. error rate. At the low

• compress ion rate (1.5 bIts/pixel.), the two—dimensional transform techniques

performed best, the hybrid technique was next, and the two spatial tech-

nique s were ranked Lowest (see TabLe 111—3). Of ~the 2—D transform tech-

ni ques, the fixed zone and the Chen and Smith method s exhibit the best

• Q.P.’s, The third pl ace method, v~rlab Le zone, performed about as well as

these top two rated methods.
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INTERPRETER INITIALS _______________

SET NUMBER A 2_ COMPRESSION /. ~ ERROR PROBABILITY /0 
“

Or iginal Picture IOO Is 512 x 512 at 
~?

Original Picture using PCM with same error rate 
____________

Photos in set / J ,~~ / Z 7 ,  3o 1’. 7ZS’, 7i.?, ~~~~ 7S~

PlC . NO. COMMENTS:

(5,
I~1

PlC . NO. COMMENTS:

P lC. NO. COMMENTS:

~, 
P lC . nO. COMIIENTS :

z

z

PlC . NO. COMMENTS:

PlC . NO. COMMENTS:

____________ ____________________________________________________________________________ —

~ PlC . NO. COMMENTS:

Suggested abbreviations for convnents:
U — e,’cel lent (no significant difference from original)

• t~~ methods are about the same

* — unacceptable (useless)

TABLE 111 — 1 :

Sample rating form used by the photc ana l ysts in this project .
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TABLE l i i— 2:

“Raw data” as taken from analysts rating forms.
Also shown for each method are an average rank-
ing and the computed mean—square error for that
method when applied to the scene noted. The
average rank was cal culated after deleting the
highes t and lowest rating awarded a method. The
MSE’s inc l ude the effects of channe l errors as
well as coding i naccuracies .

A 1CAP2— l .5—O)
Ana lyst AVG tISE

Method Photo #1 #2 #3 #4 #5
No.

81 105 3EX 6 2 6 1~ 4 1/3 94
FZ 749 5 4 3 2 5 4 82
CS 720 6 3 7 3 6 5 72
Th 124 1 EX 1EX 6 5 2 2 2/3 75

Maps 223 7X 7
X 

~l 7X 7x 89
VZ 750 2EX 5 1 4 1 2 1/3 54

1-lyb 722 4 2 5 1 3 3 152

A2 (AP2—1 .5—lO~~)

BT 11 5 5 Li 1 5 4 3 1/3 98
FZ 755 2 3 4 2 1 2 1/3 83
CS 728 3 2 2 3 2 2 1/3 72
Th 127 6 6 7 6 6 1062

Maps 308 7X 6 7~ 7
X 93

VZ 756 1 1 3 1EX 3 1 2/3 54
1-lyb 725 4 5 5 4 5 4 2/3 158
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Table 111- 2 contInued

A3 (AP2— ~ .5-10
3)

Anal yst
Method Photo #1 #2 ff3 #4 #5 AV G MSE

No.

BT 112 3 5~ 6 3 1 3 2/3 133

FZ 753 2 1 2 2 4 2 99
CS 721 1 2 3 1 5 2 111
Th - — - — - - — 7038

Maps 118 &‘~ 6 1 &‘~ 3 5 108
VZ 754 1~ 3 1~ li~ 6 4 95

Ilyb 724 5 4 5 5~ 2 4 2/3 205

A4(AP2— 1 .5_ 10 2)
BT 107 1 1 1 1 1 1 ~40

FZ 75) 2 2 3 2 2 2
CS 727 3 1} x 4 3 Li 3 2/3 1t77
Th — — — - — — — 1 5783

Maps 301 5~ 3X 2 5x 
~ 

Li 1/3 1 288
VZ 752 4 5x 

~ 
4x 

~ 4 2/3 468
Hyb 723 6X 6X 6 6X 6X 6 781

B1 (sAM1—1.5—o)

BT 116 5 Li 6 3 4 1/3 38
FZ 731 2EX ~ 2 Ex 2Ex 1 EX 2 23

CS 702 1 EX 3 1 EX 1 EX 2EX 1 1/3

Th 302 4 2EX ~ 
1~ 6 4 1/3 27

Maps 103 7 7 3 7 7 7 45
VZ 732 6 6 7 5 4 5 2/3 23

Hyb 715 3EX 1 EX 6 3 5 3 2/3 27

_______________- - ~_. 
_____ - ~1 

- 
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Table 111 —2 contInued

B2 SAM 1— 0. 5—0 )
Analyst

Method Photo #1 #2 // 3 #4 #5 ~~~~~~~.

Mo.

BT 227 4X ~ 3 3 3 1/3 95
FZ 729 2 1 3 1 2 1 2/3 49
CS 701 1 2 1 2 1 1 1/3 51

22 6 5X 5X 4X 5 74
Maps 101 3 1~ 2 5X 4 3 2/3 11+ 1+
VZ 730 l~ 6~ 7 6X 6X 6 1/3 87

Hyb 714 6X 7X 6 7X 7X 6 2/3 195

ci (SAM2—l .5—0)
BT 102 6 6 3 6 5 1/3 56
FZ 71+ 1 4EX 1 EX 1 EX 3 3EX 2 1/3 17

CS 704 1 EX 
3EX i

~ 1 EX 6 2 2/3 14

Th 408 2EX 4Ex 5 2EX 3 2/3 26

Maps 1 1 1 4 7 7 7 7 7 7 53
VZ 742 5 2EX 2 2 1 EX 2 16

Hy b 716 3EX ~ 
6 5 4 2/3 27

C2(SAM2—I .5—10 3)
BT 221 1 5 4 6 3 4 1/3 94
FZ 745 5 14 2 5X 2 3 2/3 77
CS 710 1 2 3 I 4 2 52

Th - — — - - - — 6130

Maps 222 6 6 6 1~ 6 6 78
VZ 746 2 3 5 2 5 3 1/3 85

Hyb 718 3 1 1 3 1 1 2/3 68
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Table 111- 2 continued

C3 (SAM2—0.5—O )

Analyst
Method Photo #1 #2 #3 #4 #5 AVG MSE

No.

BT 305 5X 4X 3 5X ~ 152

FZ 733 2 2 2 2 1 2 55

CS 703 1 1 1 1 2 1 56

Th 307 3 3 5 3X 4X 3 1/3 79
Maps Il l 6X 6X 4 6X 6X 6 132
VZ 731’ 4 5~ 6 4X 5X 1, 2/3 107

Hyb 726 7X 7X 7 7X 7X 7 250

C4(SAM2—O.5—10 3)
BT 1,05 3X 3X 3 3 3 3 106

FZ 737 2 1 2 1 2 1 2/3 109

CS 706 1 2 1 2 1 1 1/3 106

Th — — — - — — — 4871

Maps 108 5X 5X ~ 
4X 5X 5 1414

VZ 738 4X 4X 14 5X 4X 1+ 127

Hyb 712 6X 6X 6 6X 6X 6 279

C5 (SAM2—1 .5—I (Y 1’)
BT 110 5 5 3 5 1~ 4 2/3 61
FZ 7L~7 2EX 

~ 5 2 5 3 1/3 21
CS 708 1 EX 1EX 1 EX i EX i I 1 4
Th 122 7 7X 7 7X 7X 7 498

Maps 117 6 6 6 6 6 6 56
vZ 748 4 4 4 4 3 4 21

Hyb 719 3EX 2EX 2 3 2 2 1/3 34

I
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Table 111 —2 continued

C6 (SAM2— l .5_ 10 2)

Analyst

Method Photo //1 #2 //3 / / ‘4 #5 AVG MSE
No.

BT 11 3 1 1 2 1 1 1 1+1 7

FZ 7143 5 5X ~ 5X 14 1/3 1427
CS 709 2 2 4 2 2 2 331
Th — — — — — — — 16254

Maps 303 6 6X 6 6 1~ 6 2070

VZ 71~L, 1~ 3 5 1~ 3 3 2/3 1,58

Hyb 717 3 1+ 1 5 6X 1~ 781
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3 PIctures 2 Pictures
1.5 — 0 errors 0.5 — 0 errors

BT 4 2/3 BT 1~ 1/6

FZ 2 7/9 FZ 2

CS 3 CS 1 1/6

Th 3 5/9 Th 3 5/6

MAPS 5 8/9 MAPS 6 1/2

VZ 3 1/3 VZ 5 1/6

HYB 3 7/9 HYB 5 1/3

TABLE 1 11 — 3:

Ove rall ra t ing avera ges as computed at 0 channe l errors
and at two compression rates. These f i gu res hel p m d i—
cate the quality potential of a coding method as com-
pared with others In the same study.

t

I
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At the high compression rate (0.5 bits /pixel ), the Chen and Smith

method definitely exhibits the highest QP, though straight zone holds

respectable second place. The remaining methods ranked significantly beLow

these two at this higher compression.

The only measure of abso l ute quality provided by the analysts was a

writ ten comment of “EX” meaning “appears equivalent to the original” or “X”

meaning “unacce ptable quaLity. ” At 1 .5 bits/pixeL , f ixed zone, Chen and

Smith, and threshhoLd received several EX’s, whi le MAPS received X’s on AP2

(see TabLe 111—4).

At 0.5 bits/pixel no EX’s were awarded, but hybrid and variabLe zone

received a majority of X’s.
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No. of “EX’ s” No. of “X ’ s” No. of “X ’ s”
3 Photos 3 Photos 2 Photos

1.5 — 0 errors 1.5 — 0 errors 0.5 — 0 errors
BT 2 BT 0 lIT 14

FZ 8 FZ 0 FZ 0

CS 7 CS 0 CS 0

Th 6 Tb 0 Tb 5

MAPS 0 MAPS Li MAPS 5

VZ 3 VZ 1) VZ 7

HYB 3 HYB 0 HYB 8

TABLE Il l —Li :

The total number of “excelle nt” (EX)
and “unacceptable” (x) comments applied

to each method at 0 errors and at two compression rates.
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111.4.2. ChanneL Error Sensitivit y

The effects of channeL errors were simulated by corrupt i ng random bits

in the coded data. The change in ranking versus error probabiLity is shown

in Fig. 111—28.

The ranking improvement of block truncation at the high error rate was

dras tic. All five interpreters were unanimous in ranking this coding tech-

nique “best” at this hi gh noise level. B~.ock truncation is the clear choice

of a codin g method for operation under high error probabi lty.

Fi g. 111—28 also indicates that if a channel error rate is

a) unknown,

b) known to be low to med i um in value , or

c) strongly time varying ,

then Chen and Smi th or fixed zone is the better method choice due to their

robust performance over a wide range of noise l evels.

111.4.3. Mean—Square Error Analysis

Mean—square error has been a dominant method of measuring a coding

method ’s performance One can observe the correlation between mean—square er-

ror and the analys t’ s rankin g in TabLe 111—2. Often the mean square error

is mislead ing . For exam ple , in set SAM1—1 .5—0, the variable zone method

resul ted in the same mean square error as the fixed zone, although the fixed

zone was ranked 2 and the variable zone 5 2/3. In general , however , the

mean square error does give a crud e ranking of method s which correlate with

observer rank ings.

The type of errors involved determine the visibil it7 of these errors.

The difference pictures in Figs. 111—5 to III—? show the errors resulting
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Fi g. 111 —2 8 : Average ranking variatio n with
increasing erro r rate. Six
coding methods. Ave rage taken
over two quite di f ferent scenes:
“AP2” and “SAM2 .” Bit  rate of
1.5 bits/p ixel.
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from three cod i ng techniques. The top Lines were omitted due to numbering

on the pictures. Note that the sharp transition from the dark to the white

band at the bortom of AIRPORT2 causes severe error in some of the techni ques

although this error is probably not significant to an observer. Also the

errors are more correlated in some technique s than in others. Generally,

the correlated errors are more visib le than the uncorretated ones, even

though the mean—square error is the same.

111.4.4. Computational CompLexity

Table 111—5 summarize s the operations counts for coding and decoding a

512x512 picture as reported in Section II, and aLso lists the number of

passes through the entire picture data required by the transmitter for each

method . The counts exhibited by the transform domain techni ques (including

hybrid ) all Lie within the same general range. As expected , the spat ial

domain methods are the most com putationaLly efficient of all.

111.4.5. OveraLL Perfo rmance Discussio n

Exce pt for computational complexity and high channel error performance ,

the two—dimensional transform methods at present seem to be the best choice

of method . However , one can loo k at each coding resul t and ask , why did the

observer rank tha t method Lower than some other? In some cases, the answe r

seems apparent. Following is a discussion of each method and its potential

in our opinion:

111.4.5.1. Block Truncation: Block truncation should preserve the resolution

of the originaL while transform methods blur the original. Three problems

were noted in the reconstructed resul ts: (1) fa ce contouring (see the water

in AIRPORT2), (2) raggedness along strai ght edges, and (3) faLse edges. The
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II adds H mults # passes
through data

FZ 5,233,000 3,1119,000 2

Cs 5,1+95,000 3,1+ 11 ,000 3

VZ 5,495 ,000 3,411 ,000 2

Th 5,1483,000 3,11+9,000 2

Hyb 5,755, 000 1 ,787, 000 2

BT 1 ,078,000 578,000

MAPS 800,000 0 1

TABLE 111— 5:

Arithmetic operations count summary for each n~ thod
tested in this study. These we re originally glve.i
in section II. Also shown are the number of passes
through the picture data (or its derivatives) re-
quired by each technique.
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false contouring is due to the quantization of the mean of each block to too

few levels (we onl y used 5 bits ) and could be improved by differentia lLy

codin g the block mean although this would affect the error performance.

The raggedness along straight edges is due to the fact that the binary

quantizer must make a decision for each gray level that has an intermediate

value reLa t i ve  to others in the block. Points along an edge often faL l  in

th is intermediate range and the quanitzer makes each one either dark or

br ight . This prob lem becomes especiall y severe when there is some noise in

the gray Level  values. A possible solut ion is to preprocess the data (such

as wi th a 3x3 median filter) to order the points in each small region. How-

ever, w hen dealing wi th imagery where each pixel may be significant (such as

a runway one pixel wide), this preprocessing is inappropriate. Another ap-

proach is to vary the bloc k size used (in much the same way as is done in

the MAPS technique ) so that difficult regions are handled as smaller blocks.

Ano ther approach is to vary the number of Leve ls in each block; e.g., having

two Level blocks and three Level blocks .

False edges can be caused by binary quantization of a sloping region.

This might be minimize d by transmitting a highly compressed (0.2 bits /pixel)

transform image of the pict ure in addition to the currently coded spatial

domain data.

The present error performance of bLock truncation is quite good as not-

ed earlier. In addition , the computations required for this technique are

modest. We feet the potential for this method is significant and warrants

additional research.

111.4.5.2. MAPS: The MAPS technique is s t i l t  under development by Control

Data Corporation . The present implementation described in this report re-

tains many important picture detai ls (note the boats in AIRPORT2). This
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method is vastly superior in terms of computational complexity. The perfor-

mance ranking of this techni que improved at higher compressions and at

higher error rates. However, the introduction of bLock artifacts and Loss

of low contrast details make this implementation currently non—competitive

with the other technique s tested in thi s study.

111.4.5.3. Zonal Transform Methods: These methods presently produc e the

best overal l  coding results for low to med ium error channels. These are

fixed zone, Chen and Smith, and variable zone. Fixed zone is the simple

standard by which the others can be compared . A noticeable granularity er-

ror in fixed zone and Chen and Smith can be observed in the water of AIR—

PORT2. This is due to the one bit quantization of many of the high frequen-

cy coeff icients. This causes each such coefficient to be reconstructed with

a f ixed magnitude (only the sign can change) even though that coefficient

might be quite small. This effect is signifi cantly reduced in variable zone

since these coefficients are un i formly set to zero when a bLock has minimaL

high frequency energy (see Fig. 111—13).

One method to reduce this error in f ixed zone and Chen and Smith is to

apply a three L evel quantizer (1.6 bits) as the minimum bit assignment . In

t he case of Chen and Smith , different bLock categorization schemes mi ght

corr ect this prob lem and improve the method ’s overalL performance as we l l .

For exam ple, classi f icat ion of each block into four groups based on the ra-

tio of Low frequency to high frequency energy tends to group the water re-

gions together much better than classifying on total energy. This results

in considerably different bit assignment maps which set the high frequency

coeff icients In the water to more reasonable values.

The key decis ion in the variable zone method is the. size of subzones to

transmit for each block. In this study a percentage of total a.c. energy
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was used . However , this can result in the loss of small , isolated targets

within a low bandwidt h block. We believe an improved decision would be

based on maximum reconstruction error as anticipted by the transmitt er. Al-

so the smaller transmi tted zone sizes can automatically apply tapered bit

assignment maps as opposed to the current practice of truncating an exciting

full block map. This latter action will , of course, reintroduce the above

mentioned granularity in low frequency blocks. However , the use of three

level quantizers can be applied here.

Until the above improvements are implement ed , fixed zone appears to be

the best coding techni que in terms of quaLity , computation , and error per-

formance.

111.4.5.4. Threshhotd Transform: Even in the presence of no channel errors,

this technique yieLded lowe r overall performance than expected . Part of

this loss in quality is surely due to the need to apply error correction

methods to the run length codes which specify coefficient location. Even

with this protection , the method is judged unacceptable at error rates as

low as 10~~. Our more recent work has shown that a MAPS—Like information

ordering procedure is applicable to the threshold coding . The result is a

coding method that is now usable at error rates as high as ~~~~ However for

equa l reconstruction quality, an additional 0.2 bits/pixel is required .

Presently this method does not appear to compete at these high compres-

sion rates with the zonal transform methods due to the coefficient location

overhead .

V 111.4.5.5. Hybrid: The hybrid cod ing techniques raked reasonably well in

the Low compression (1.5 bi ts /p ixeL ) , low channel error cases. The failure

of the method in the other situation can be traced to the channe l error

— 1)3 —

—V - — 

~~~~~~~~ V 

V _ _ _~V• i_ V_V V
~ 

- 

~~~~~~~~ - 
—r~~

-——— —



recovery problem . Since hybrid uses a differential coding technique, it is

very sensitive to channel errors and therefore requires some error protec-

tion. We chose to update the picture every 64 lines with a Line of PCM.

This procedure showed two flaws: (1) the PCM line channel errors propagated

as very visible streaks throughout the next 64 lines, and (2) the bits re-

quired to code the raw PCM line Left very Litt le to code the rest of the

picture at the high compression rate (0.5 bits /pixeL).

We are presently correcting these flaws by using a Leaky integrator in

the predictor to remove channel errors. The amount of Leak depends on the

correlation between each frequency coefficient. The correlation coeffi-

cients are calculated when the other statistics are done during the first

pass through the data. The usua l advantage of hybrid over the two dimen-

siona l transforms is in comput ing. However, since we had to go to a 32 Long

transform blo’~k for hybrid to get comparable results with the 2—0

transforms, much of that advantage is Lost. Until improvements are made, we

feeL hybrid does not presently compete with the 2—D transform coding tech-

ni ques for our testing conditions.
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IV. Future Research Directions

This report should not be construed as a conclusive comparison of cod-

ing techniques on aerial imagery for human photo analysis . However , we have

tried to compare fairly many existing and deveLoping methods under uniform

conditions. As noted in Section 111.4.5, each coding result could be judged

as to why it was ranked Lowe r than some other method and modifications sug-

gested to improve that particu lar flaw. Of course, usually these modifica-

tions produce another round of results with a different set of peculiar

characteristics. We believe the cycle is still producing worthwhiLe im-

provements. We feel the following research areas will provide the greatest

improvements in this area .

IV.1. Criteria for Adaptivity

Many of the cod ing technique s are adaptive in the selection of zone

size, bit assignments , or block size . The cr i ter ion for this adaptation

needs to be investigated . For example , frequency domain techniques usually

adapt based on measurements in the frequency domain. But are there better

criteria that could be used——p ossibly even in the spatial domain ; e.g.,

blocks containing edges should be hand l ed differently than those blocks in

which no edges are detected . These criteria should be sensitive to those

reconstruction details that the human visua l system is sensitive to. Thus,

edges sould be reproduced but the exact height of the edge is probably less

important.

IV.2. Channel Error Recovery

Many of the technique s are degraded by the need to insert overhead in—

V formation to protect against channel errors. This is especially true when

there is much of sensitive control information involved in the transmission
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(such as coefficient Location in threshold coding). More research needs to

be done in the area of receiver recovery of errors in the source code due to

uncorrected channel errors. Large errors in reconstructed blocks can usua L-

ly be determined by examining continuity among adjacent blocks. When this

is detected , often the source error can be estimated and a more reasonable

reconstruction produced . This would result in much better channe l error

performance for many of the techniques.

IV.3. Work on Individual Cod i ng Methods

Suggestions were made in Section 111.4.5 for improv ing many of the in-

dividua L tecniques presented in that section. These improvements should be

impLemented , and where observable improvements occur, new comparisons should

be made.

V IV.4. Supervisory Coding Systems

It is very Likely that different channe L conditions (error rate and bit

rate), quaLity and quantity of imagery desired , and hardware and time avail-

able impose varied constraints on the coding options avaiLable. Given an

understanding of the performance of each coding technique under the various

operating conditions , it shouLd be possibLe to design a supervisory system

which would choose and impLement optimum coding strategies based on present

operating conditions. The time is ripe for deveLopment of such a system.
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